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Abstract

We construct a measure of mortgage credit availability, the “loan frontier”, that describes the maximum mortgage amount obtainable by a borrower of given characteristics. The loan frontier appears to accurately estimate borrowing constraints: 1) patterns in the frontier are consistent with known institutional constraints, 2) there is bunching of loan originations around the frontier, and 3) the frontier is correlated with other aggregate measures of mortgage availability. We describe the frontier for different segments of the housing market between 2001 and 2014. We show that mortgage availability played an important role in the changes in house prices and construction during this period.
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1 Introduction

Many economic models emphasize the role of borrowing constraints in the real economy. The housing market is a prime example of a market where borrowing constraints are economically important. Availability of collateralized borrowing through mortgages has direct effects on household portfolio choice, housing and asset prices, homeownership rates, defaults and transmission of monetary policy.\(^1\) Despite their known theoretical importance, few studies have been able to measure mortgage borrowing constraints directly.

Measuring mortgage borrowing constraints is challenging because it is difficult to disentangle changes in borrowing constraints from changes in borrowing demand. For example, the mortgage application approval rate is sometimes used as a measure of mortgage availability because easier lending standards mean that, all else equal, more loans will be approved. But changes in the quality of applicants demanding mortgages, such as changes driven by borrowers not applying for loans they think they will be rejected for, will affect approval rates even if lender policies do not change. Therefore, changes in approval rates may not reflect changes in credit availability. Indeed, Figure 1 shows that the approval rate has been above its 2005 level in every year since 2008, which might cause one to inaccurately conclude that lending standards were looser in the aftermath of the financial crisis than they were at the peak of the housing boom.

In this paper, we propose a new, direct measure of mortgage borrowing constraints that

\(^1\)Some examples include Cocco (2005) and Chetty et al. (2016) who study the effects on portfolio choice, Ortalo-Magne and Rady (2006) and Favilukis et al. (2015) who study the effects on equilibrium prices and transactions, Corbae and Quintin (2015) who focus on foreclosures in the housing bust, Gete and Reher (2016) who study the effects on homeownership, and Iacoviello and Neri (2010) and Keys et al. (2014) who explore the role of housing in transmitting monetary policy. For an overview of the literature see Davis and Van Nieuwerburgh (2015).
isolates borrowing constraints from borrowing demand. The measure aims to estimate the maximum mortgage size that banks are willing to extend to a borrower, conditional on the borrower’s observable characteristics. Our methodology is motivated by the literature on production frontier estimation, which asks: “Given a vector of inputs, what is the maximal set of outputs that may be obtained?” The possibility set of mortgage originations is analogous to a production possibility frontier, where one may think of borrower characteristics as inputs to the mortgage origination process, and contract terms as outputs. Our measure, which we call the loan frontier, therefore answers: “Given a vector of borrower characteristics, what is the maximum mortgage amount that the borrower can obtain?”

As long as there are at least some borrowers who borrow the maximum because their demand for credit exceeds the amount of credit that lenders are willing to extend, the loan frontier can be estimated from observed mortgage originations. We apply the robust, non-parametric method of Cazals et al. (2002) to estimate the loan frontier using U.S. mortgage originations data from 2001 to 2014. Our estimated frontier has the interpretation of the maximum loan amount that a borrower could obtain (across all contract types, interest rate offers, and lenders), given her credit score, downpayment, income, metropolitan area, and origination year.²

At the individual level, the frontier displays sensible patterns that are consistent with known institutional features of the mortgage market. The frontier is increasing in credit score and income, highly concave in credit score, and credit score and income are complements, meaning borrowers need both a high income and a high credit score in order to obtain the

²The loan amount is a “combined” loan amount in that it includes the balance of simultaneous second liens at the time of origination.
largest loans. Downpayment matters mostly for larger loans, which is consistent with the numerous low-downpayment mortgage programs in the U.S. targeting low income households. There is a large group of borrowers for whom the frontier is exactly equal to the conforming loan limit, and this group was especially large during the recession, when the GSEs played a larger role in the mortgage market.

We conduct three main exercises to validate that the loan frontier is an accurate measure of mortgage borrowing constraints. First, we show that there is a mass point in the distribution of loan originations exactly at the estimated frontier. This is true across most borrower types, cities, and years. Bunching of mortgage originations around the frontier implies that there are borrowers who are actively bound by a borrowing constraint at the frontier. Moreover, within individual housing markets, we estimate different levels of the frontier for different groups of borrowers, and find corresponding bunching for each group. This result suggests that the mass points are not simply driven by discontinuities in the distribution of housing demand or house prices within a market.

Second, we show that, at the aggregate level, the loan frontier is correlated with two alternative measures of credit availability: the Federal Reserve’s Senior Loan Officer Opinion Survey (SLOOS) and the Mortgage Banker Association’s Mortgage Credit Availability Index (MCAI). Both measures use different data sources and methodology from us, so it is reassuring that our aggregate frontier is closely correlated with these measures.

Third, we show that in the presence of unobserved borrower heterogeneity, changes in the aggregate loan frontier reflect changes in the average borrowing constraints faced by borrowers who are not observed at the frontier. Unobserved heterogeneity is a concern because lenders likely observe more information about borrowers than is available in our data, and
thus the frontier will measure borrowing constraints for borrowers with the “best” unobservables. Changes to the frontier for these borrowers may therefore not be representative of changes in borrowing constraints for the rest of the population. To address this concern, we impose some parametric assumptions on the distribution of borrower demand and borrowing constraints that allow us to identify and estimate a full distribution of borrowing constraints. Estimates of this parametric model show that the average borrowing constraint in the population is highly correlated with the nonparametric loan frontier. Thus, the nonparametric loan frontier seems to capture movements in underwriting standards that affect a wide range of borrowers, despite the fact that only a relatively small fraction of borrowers are located near the frontier.

Our new methodology for measuring borrowing constraints is useful for a range of purposes. For one, it can help policymakers and other market observers monitor mortgage credit availability to better assess financial conditions and risks to financial stability. Policymakers are keenly focused on monitoring mortgage credit availability because of the role that it played in the housing boom and bust in the 2000s.\(^3\) One benefit of our loan frontier over alternative measures is that it can be constructed for narrowly-defined types of borrowers and locations. Another benefit is that the non-parametric estimation approach of our measure is transparent, easily reproducible, and uses data that are currently more accessible than the data required to compute the SLOOS or the MCAI.

Beyond monitoring mortgage credit conditions, the loan amount frontier can be a useful input into other economic analysis. To provide one application, we run regressions of changes

\(^3\)Many empirical papers including Mian and Sufi (2009a), Mian and Sufi (2011), and Keys et al. (2010) have emphasized the role of mortgage finance in amplifying housing boom and bust cycles. Geanakoplos (2010, 2014) emphasizes the importance of monitoring credit conditions for monetary policy and for managing the leverage cycle.
in house prices and the housing stock on changes in the loan frontier to assess the role that mortgage credit availability played in the recent housing market boom and bust. We control for the potential endogeneity between borrowing constraints and housing market outcomes by constructing a shift-share instrumental variable (Bartik (1991)) for the loan frontier—a strategy that would be impossible without disaggregated data on frontiers by borrower type and location. Using our instrument, we find that a 1% increase in the loan frontier predicts a 0.9% increase in house prices and a 0.09% increase in the housing stock. These estimates suggest that mortgage availability has a material effect on the price and quantity of housing. Our estimates do not change much when controlling for mortgage interest rates, suggesting that the effects of borrowing constraints on the housing market are separate from the effects of the price of credit. Our findings are consistent with existing studies that have found it difficult to ascribe much of the recent housing cycle to changes in mortgage interest rates, but find much larger effects for broader measures of credit supply. Because the weight of the evidence suggests that borrowing constraints are an important determinant of housing decisions, even controlling for interest rates, it is important for economists and policymakers to be able to measure these constraints.

The paper is organized as follows. Section 2 describes the frontier estimation methodology as it applies to mortgage originations data. Section 3 describes the data. In Section 4 we compute the frontier and show its patterns across individual borrowers and over time. We also present evidence that the frontier accurately measures a binding borrowing constraint.

\footnote{See Adelino et al. (2012), Glaeser et al. (2012), Favara and Imbs (2015); Maggio and Kermani (2015), Favilukis et al. (2015). In addition, Mian and Sufi (2009b), Demyanyk and Van Hemert (2011), Nadauld and Sherlund (2013), Keys et al. (2010), Haughwout et al. (2011), Ben-David (2011) provide evidence that certain elements of mortgage credit availability loosened during the 2000s, suggestive of a relationship between mortgage availability and the housing boom.}
In Section 5, we use a parametric model to deal with unobserved heterogeneity, and show that the resulting measure of the borrowing constraints facing the average borrower is highly correlated with the frontier. In Section 6, we study the effect of the frontier on house prices and the housing stock using a shift-share IV strategy. Section 7 concludes and describes some ways in which the loan frontier could be used in future research.

2 The Frontier Estimation Methodology

Consider a mortgage origination process in which borrowers of observed characteristics \( x \in \mathbb{R}^p \) (i.e. credit score, income) obtain loans of observed characteristics \( y \in \mathbb{R}^q \) (i.e. loan amount, required downpayment). The set of all possible mortgage originations is given by:

\[
\Psi = \{(x, y) \in \mathbb{R}^{p+q} | \text{Borrower } x \text{ can obtain loan } y\}
\] (1)

We assume an ordinal ranking for \( x \) and \( y \):

Assumption 1. If \((x, y) \in \Psi\), then \( x' \geq x \) and \( y' \leq y \) implies \( (x', y') \in \Psi \), where the inequality is taken element-by-element.

\( x \) and \( y \) are therefore ordered in such a way that increases to \( x \) expand the possibility set while increases to \( y \) shrink it. One could think of \( x \) as borrower attributes which reduce the riskiness of the loan, and \( y \) as mortgage terms that increase the riskiness of the loan.\(^5\)

The econometric problem is to estimate \( \Psi \) from a sample of mortgage originations \( \{x_i, y_i\}_{i=1}^n \). Clearly, if \((x, y) \notin \Psi\), then \( P(y_i \geq y|x_i = x) = 0 \). We also assume the con-

\(^5\)For borrower attributes that increase the riskiness of the loan, or mortgage terms that reduce it, we can simply define \( x \) and \( y \) as the negative of that attribute.
Assumption 2. If \((x, y)\) is in the interior of \(\Psi\), then \(P(y_i \geq y|x_i = x) > 0\).

In words, there is always positive demand for the riskiest loans available. We note that this is not the same as assuming that all possible loans have positive demand. It is possible that some loans in the possibility set are very safe for the lenders, but unattractive to borrowers, and therefore not demanded at all.

Formulated in this way, the mortgage origination process is equivalent to a production process with free disposal, in which the borrower characteristics are inputs and the loan characteristics are outputs. Assumption 2 guarantees that some borrowers are actively constrained by the boundary of the possibility set \(\Psi\). In the production context, Assumption 2 is equivalent to assuming that efficient production units are represented in the data.

Cazals et al. (2002) (henceforth CFS) describe a robust, non-parametric method for estimating the efficient output frontier, which we adopt in this paper. To illustrate the CFS method, we begin with the case of a single output \(y \in \mathbb{R}\) (i.e. loan amount) and multiple inputs \(x \in \mathbb{R}^p\). The efficient output frontier is given by:

\[
\varphi(x) = \sup \{y|(x, y) \in \Psi\} \quad (2)
\]

Let \((X, Y)\) be random variables from which the data \(\{x_i, y_i\}_{i=1}^n\) are drawn. Let us define the expected maximum output function of order \(m\), \(\varphi_m(x)\), as:

\[
\varphi_m(x) = E \left[ \max \{Y_1, \ldots, Y_m\} \mid X_1, \ldots, X_m \leq x \right] \quad (3)
\]
Intuitively, $\varphi_m(x)$ is the expected highest loan amount that would be observed with borrowers of characteristics less than $x$, out of $m$ draws.

Following CFS, we construct the empirical analog to $\varphi_m(x)$. First, we construct:

$$\hat{S}_{c,n}(y|x) = \frac{\frac{1}{n} \sum_{i=1}^{n} I[y_i \leq y, x_i \leq x]}{\frac{1}{n} \sum_{i=1}^{n} I[x_i \leq x]}$$

(4)

which is the empirical analog of $P(Y \leq y|X \leq x)$. Noting that:

$$P(\max \{Y_1, \ldots, Y_m\} \leq y|X_1, \ldots, X_m \leq x) = P(Y \leq y|X \leq x)^m$$

(5)

we can compute the empirical analog of $\varphi_m(x)$ by the following procedure. Let $n(x)$ be the number of observations with $x_i \leq x$. Then, denote $y_j^x$ as the $j$th smallest value of $y_i$ conditional on $x_i \leq x$. We compute:

$$\hat{\varphi}_{m,n}(x) = \hat{S}_{c,n}(y_1^x|x)^m y_1^x + \sum_{j=2}^{n(x)} \left[ \hat{S}_{c,n}(y_j^x|x)^m - \hat{S}_{c,n}(y_{j-1}^x|x)^m \right] y_j^x$$

(6)

as the estimator for $\varphi_m(x)$.

CFS establish the asymptotic properties of the estimator, but the key point to note is that $\hat{\varphi}_{m,n}(x)$ is a $\sqrt{n}$-consistent estimator for $\varphi_m(x)$. Therefore, as $m$ and $n$ grow large, $\hat{\varphi}_{m,n}(x)$ approaches $\varphi(x)$, the efficient output frontier. Choosing a finite $m$ makes the estimator robust to outliers that may actually fall outside the possibility set (i.e. due to measurement error) while still maintaining the interpretation as an expected maximum out of $m$ draws. $\hat{\varphi}_{m,n}(x)$ is therefore a robust, consistent estimator of the maximum borrowing amount that borrowers with characteristics $x$ can achieve.
To extend the method to multiple outputs, one simply notes that there is no special
distinction between inputs and outputs other than in their ordering. If one were to take
the negative of an output as an input instead, then Assumptions 1 and 2 would continue to
hold.\textsuperscript{6} Therefore, we can estimate the efficient frontier for a single output as a function of
all the inputs and of the other outputs, simply by recasting the other outputs as negative
inputs. In practice, we will use loan amount as the output, and other available contract
terms, such as the downpayment, as inputs.

2.1 Example and discussion

To illustrate the frontier and its interpretation, consider an application where the output is
loan amount and the input is the borrower’s credit score. $\hat{\phi}_{m,n}(x)$ is therefore an estimate
of the highest loan amount that a borrower with credit score $x$ could obtain. Figure 2
shows the frontier calculated using data from the Chicago metropolitan statistical area in
2012. The dots represent individual mortgage originations and the solid line is an estimate
of the frontier with $m = 1000$. The figure shows that the frontier is generally increasing and
concave in credit score.

Note that the frontier is not literally the outer envelope of the data. A higher choice of
$m$ would result in fewer observations that lie beyond the frontier. $m = 1$ would produce a
frontier that is equal to the sample mean of loan amounts for borrowers with \textit{creditscore} $\leq x$.
Generally speaking, however, the frontier will not be very sensitive to $m$ when $m$ is already
high, because the methodology will tend to pick out the location where there is some bunching

\textsuperscript{6}These are statistical statements. Economically, the distinction remains that contract terms (outputs)
are chosen while characteristics (inputs) are fixed. However, Assumption 2 guarantees that for each output
dimension, the constraint along that dimension will be binding for all chosen levels of other output dimensions
(i.e. limits to the loan amount will be binding conditioning on all levels of chosen downpayment).
in the data, as we will show later.

For some applications, it will be useful to aggregate the frontier. Suppose we know the distribution of characteristics over the population of potential borrowers, \( f(x) \). We can then compute the expected maximum output over the population of potential borrowers as:

\[
\hat{\psi} = \int \hat{\varphi}_{m,n}(x) f(x) dx
\]  

\( \hat{\psi} \) is an aggregate measure of mortgage credit availability, defined as the maximum borrowing amount faced by the average borrower in the population. Other methods of aggregation may also be considered, depending on the application.

In practice, loan amount is not the only output and credit score is not the only input. However, not all possible inputs and outputs may be observed in the data. Therefore, it is important to discuss the interpretation of the frontier in the presence of unobservables. We discuss unobserved heterogeneity in much more detail in Section 5, but for now we will simply give some intuition. Consider the interpretation of the estimated frontier in Figure 2 when output is loan amount, but the true inputs are credit score and income. If we only observe the credit score, then \( \hat{\varphi}_{m,n}(x) \) measures the maximum loan amount that could be obtained by a borrower with credit score \( x \), irrespective of the borrower’s income. So if borrowing limits are increasing in income, then the frontier is not representative of the average borrower, but rather those with the highest incomes conditional on credit score.

In general, the frontier will measure the borrowing limit for borrowers with the most extreme unobservables, and will therefore be higher than average borrowing constraints in the population. Even though the level of the frontier is not representative of the average
borrower, changes in the frontier can still be. In Section 5, we will consider an identification strategy based on shape restrictions on the unobservables and show that, in practice, changes in the average borrowing constraints in the population are indeed highly correlated with changes in the frontier.

In the main analysis below, we will focus on four characteristics of borrowers and loans: credit score, borrower income, downpayment, and loan amount. In addition, we will estimate the frontier separately by metropolitan area and year. Before proceeding, there are two important issues worth clarifying. First, higher house prices do not necessarily imply a higher frontier. Since we condition the frontier on downpayment, an increase in house prices that is not accompanied by an increase in the maximum allowed loan-to-value ratio would be reflected in a movement of borrowers along the frontier, rather than by a shift in the frontier itself.

The second issue to clarify is that we choose to exclude the mortgage rate in our implementation below. Thus, the mortgage rate is an unobserved output and our frontier has the interpretation as the maximum loan amount obtainable by borrowers who are willing and able to pay relatively high interest rates. We made this decision for two reasons. First, it is difficult to compare mortgage rates across contracts and we do not observe everything that would affect the true cost of a mortgage (i.e. we do not observe points paid.) Second, the literature—which we cite above and is supported by our results in Section 6—suggests that the quantity of mortgage credit available is more important for understanding some key aspects of housing market dynamics than the price of that credit (i.e. the interest rate). In fact, market observers and policymakers have focused on the perceived tightness

\footnote{Furthermore, previous literature has had more success measuring the price of mortgage credit than...}
of mortgage credit supply as a key influence on the housing and broader economic recovery in the aftermath of the financial crisis. A loan frontier that included the mortgage rate as an output might show that credit supply was relatively loose following the financial crisis because mortgage rates declined to historically low levels over this time period. Thus, it would not measure the component of credit supply that is currently capturing the attention of many policymakers and researchers.\footnote{For attention in academic research, see for example, Gete and Reher (2016) and Laufer and Paciorek (2016). For attention among policymakers, see for example, \url{https://www.federalreserve.gov/newsevents/speech/bernanke20121115a.htm}.} That said, our methodology is general enough to accommodate the mortgage rate as an output, given available data, and the mortgage rate would be appropriate to include for certain applications.

\section{Data}

In applying the CFS methodology to mortgages, we combine two sources of loan-level data. The first source is McDash Analytics, which collects data from a large number of mortgage servicers, including 19 of the 20 largest servicers. Since 2005, McDash has covered roughly 65 to 75 percent of agency loans (i.e. loans subsequently purchased by the GSEs or the FHA), and 20 to 40 percent of loans held on banks’ portfolios.\footnote{We determine market coverage by comparing total loan volumes for each market segment to aggregate loan volumes published by Inside Mortgage Finance.} McDash covered fewer servicers in the first half of the 2000s. However, the proportions of GSE, FHA, and portfolio loans in the McDash data are fairly similar to the comparable proportions in the aggregate market.

The second dataset that we use is compiled by CoreLogic and covers loans that were subsequently sold into non-agency mortgage-backed securities. This dataset has covered mortgage availability, so it is the measurement of mortgage availability that we view as the important contribution of our research.
more than 90 percent of these loans since 2000. Consequently, when we combine these two
data sources, we obtain a dataset that provides a comprehensive picture of all of the major
segments of the residential mortgage market since 2000.\footnote{Although the McDash dataset also includes some non-agency securitized loans, we exclude these loans to avoid double-counting.}

Our combined dataset includes many variables of interest related to the mortgage origina-
tion process including the loan amount, the loan-to-value (LTV) ratio, the borrower’s credit
score, and the zip code of the property associated with the mortgage loan. To obtain the
borrower’s income, we merge our loan level data with the confidential version of the Home
Mortgage Disclosure Act (HMDA) data using an algorithm described in the Appendix. We
are able to match 90 to 98 percent of all loans in the McDash and CoreLogic dataset, de-
pending on the year. We also match junior liens with first liens using information on date of
origination and property location, as described in the Appendix.\footnote{We exclude junior liens taken out after the purchase origination date, such as HELOCS. For more
information on second liens, see Lee et al. (2012).} Therefore, we are able to
obtain the “combined” LTV and the combined loan amount for each origination. We will use
this combined loan amount in the analysis that follows, although we will refer to it simply
as the loan amount.

Given the available data, we compute the frontier using the loan amount as the output,
and the borrower’s credit score, income and downpayment as the inputs. We measure the
loan amounts, downpayments, and incomes in real terms by converting the nominal levels
into 2014 dollars using the price index for personal consumption expenditures. We compute
the frontier separately for the 100 most populous metropolitan areas, and for mortgage
originations on single-family properties only.\footnote{We distinguish between single-family and condo because underwriting standards could depend on property
type, and we choose to focus on the single-family housing market in this paper.} We focus exclusively on purchase originations
because we are interested in the extension of new credit to households. After dropping a small number of loans with loan-to-value ratios $>120$ and loans with appraisal amounts below $10,000$ or above $5$ million, we are left with a sample of 14 million loans originated between 2001 and 2014 that we use to compute our frontiers.

4 The Loan Frontier

In this section, we report on the estimated loan frontiers using the methodology described in Section 2 and the data introduced in Section 3. As a reminder, the loan frontier can be interpreted as the maximum loan amount that borrowers are able to obtain in a particular city/year, given their credit score (measured as FICO score), income, and downpayment amount. We set $m = 1,000$. We discretize the distributions of FICO scores, downpayments, and incomes and estimate the frontier for each bin in each year and each metropolitan area.\textsuperscript{13} We limit the sample to the largest 100 metropolitan areas because cell sizes become too small to reliably estimate a frontier in metropolitan areas with fewer mortgage originations.

Figure 3 illustrates the loan frontier for Boston, in 2004 and 2012. The left panels show the frontiers for 2004 and the right panels show the frontiers for 2012. The top panels show the contour plots by FICO and income, holding downpayment fixed at $50,000$. The bottom panels show the contour plots by FICO and downpayment, holding income fixed at $150,000$. Unsurprisingly, the frontiers indicate that lenders are willing to extend larger loans to borrowers with better credit scores, higher incomes, and higher downpayments. The

\textsuperscript{13}We use a FICO grid of 480 to 840 with bins of length 20; income bins of $10,000$ from $40,000$ to $180,000$ with additional bins for $200,000$, $250,000$ and $1,000,000$; and a downpayment grid of $0$ to $300,000$ with bins of length $10,000$. Metro areas are defined using core-based statistical area definitions.
contour plots also reveal complementarity between credit score, income, and downpayment in determining maximum borrowing amounts. Generally, to obtain the largest loan amounts, one must have high income, high credit score, and high downpayment.

Reassuringly, the contour plots reveal patterns consistent with known institutional features of the mortgage market. For example, in both 2004 and 2012, there are flat regions in the loan frontier at exactly the conforming loan limit, and these regions are larger in 2012, when the GSEs played a much larger role in the mortgage market. As another example, the contour plots reveal that the frontier is not very sensitive to downpayment when maximum borrowing amount is already small, but downpayment appears to matter more when maximum borrowing amounts are large. This is consistent with the many low downpayment programs in the U.S. mortgage market such as the FHA loan program.

To argue further that the loan frontier is measuring borrowing constraints rather than borrowing demand, we provide three pieces of evidence. First, Figure 4 shows the distribution of borrowing amounts as a function of distance to the frontier calculated for that borrower.\textsuperscript{14} The histogram shows a clear mass of loans that are within -$4,000 and +$1,000 of the estimated loan frontier. This bunching suggests the existence of borrowing constraints based on FICO, income, and downpayment that are indeed binding, and that the loan frontier accurately identifies these constraints.

The bunching in Figure 4 is not being driven by a lot of bunching among just a few borrower types. Rather, there is bunching across a wide range of borrower types. Using the Kleven and Waseem (2013) procedure for detecting bunching, we find that statistically significant bunching is detected in 75 percent of borrower type/metro/year bins. We describe

\textsuperscript{14}The histograms for alternative choices of $m$ (i.e. $m = 500$ and $m = 2000$) look very similar.
this exercise in more detail in the Appendix. Since there is significant variation across bins in the magnitude of the frontier even within a given metropolitan area and year, the bunching of loans at the frontier is likely not driven by discontinuities in the distribution of house prices within a housing market (i.e. bunching is not driven by the possibility that all the most expensive homes in a housing market cost $1 million), nor is it driven only by conforming loan limits.

The second piece of evidence that supports our contention that the frontier reflects borrowing constraints is that the aggregate loan frontier is correlated with two other aggregate measures of mortgage availability: the Federal Reserve’s Senior Loan Officer Opinion Survey (SLOOS) and the Mortgage Banker Association’s Mortgage Credit Availability Index (MCAI). The SLOOS is an opinion survey of senior loan officers at banks, and it asks whether the bank tightened or loosened underwriting standards for residential mortgages during the previous quarter. The MCAI is an index computed from the underwriting standards of loan programs offered by select investors. It roughly has the interpretation of a risk-weighted count of loan programs offered by investors.

To aggregate the loan frontier, we compute the weighted mean of the loan frontier across metro areas and borrower bins for each year. Downpayment bins are assigned equal weight, income and FICO scores are weighted according to the joint distribution of these two variables across all observations in our sample, and metro areas are weighted by population. Figure 5(a) plots changes in the aggregate loan frontier against the net fraction of banks reporting having tightened standards for residential mortgages in the SLOOS. The two measures are negatively correlated, indicating that years when more banks tightened lending standards were also years when our loan frontier contracted. Figure 5(b) plots the aggregate
We now turn to documenting some basic facts about the loan frontier from 2001 to 2014. Table 1 summarizes some basic facts about the variance of the multidimensional loan frontier. The average loan frontier is $283k (averaged across metro areas, years, and bins) and the standard deviation is $199k. One half of the variance in the frontier can be explained by fixed effects for each FICO bin, illustrating that credit supply is strongly affected by a borrower’s credit score. Income is also an important determinant of credit supply, accounting for an additional 13 percent of the variation in the frontier. Metropolitan area fixed effects explain 10 percent of the variation. These differences could reflect geographic variation in the market structure of banks, types of lenders, or persistent differences in economic conditions that are not captured by borrower income.

Figure 6 shows that the aggregate loan frontiers are fairly precisely estimated. The figure shows the estimated loan frontiers for various metro areas, along with 95% confidence intervals, which we computed using 100 bootstrapped repetitions. Confidence intervals are very tight, generally on the order of ±5% for the 100 largest metro areas that form our estimation sample. Beyond the 100th largest metro area, confidence intervals become larger, which reinforces our decision to restrict our analysis to the 100 largest metro areas.

Figure 7 plots how the loan frontier has changed over time for borrowers of differing credit score. The changes over time are striking. From 2001 to 2005, the frontier expanded by 30 to 45 percent for all credit scores above 560. During the financial crisis, the loan

---

15 The swings in the MCAI have a much larger magnitude, but this difference is difficult to interpret as the loan frontier and the MCAI do not have comparable units.
frontier contracted for all credit scores, but by much larger amounts for borrowers at the lower end of the distribution. Whereas decreases between 2005 and 2011 were in the range of 20 to 25 percent for borrowers with credit score above 640, the frontier fell by nearly 45 percent for borrowers with credit score around 620, and by nearly 75 percent for borrowers with credit scores around 600. For borrowers with even lower credit scores, the frontier fell to zero, indicating that borrowers with these scores were no longer able to obtain mortgage credit.

Turning to income, Figure 8 plots the evolution of the loan frontier for various income groups. The frontier expanded by 35 to 50 percent at all incomes above $40,000 from 2001 to 2004, with larger increases for borrowers with higher incomes. The frontier contracted during the financial crisis, and this contraction was larger for lower incomes. For borrowers with incomes between $60,000 and $250,000, the 2014 frontier was the same or a little higher than its 2001 level. For borrowers with incomes below $60,000, standards in 2014 were somewhat tighter than in 2001.

Figure 9 shows the loan frontiers for borrowers with various downpayment amounts. Conditional on downpayment, the loan amount frontier expanded substantially from 2001 to 2005, illustrating the conventional wisdom that lenders reduced downpayment requirements during this period. Maximum loan sizes decreased substantially in the first few years of the housing market contraction, and then flattened out during the last few years of our sample.

Figure 10 shows how the frontier varied across locations. To better compare changes over time, we normalize the value of the frontier to equal 1 in 2001 for each metropolitan area. The figure shows that changes in the frontier were much more pronounced in some locations than others. For example, in Las Vegas, the frontier expanded by more than 60 percent from
2001 to 2005, whereas in Dallas, it only expanded by 20 percent during the same period. Similarly, the contraction in credit was much more pronounced in Las Vegas than Dallas. Some areas like Detroit experienced more tightening during the bust than easing during the boom, with the net result that the frontier in 2014 was lower than in 2001. Other metro areas experienced the opposite: i.e. in Washington D.C., the contraction in credit after 2005 was smaller than the expansion from 2001 to 2005.

Finally, the solid black line in Figure 10 depicts the overall evolution of the aggregate frontier in our sample. On average, credit expanded by 45 percent from 2001 to 2006, contracted sharply from 2006 to 2008, and then continued to shrink from 2008 to 2014 (although at a more modest pace). On net, for the average potential borrower, mortgage credit was about as available in 2014 as it was in 2001.

In summary, the loan frontiers are consistent with a number of standard predictions about mortgage credit availability: borrowing ability is increasing in income, downpayment, and credit score. Holding these factors constant, availability expanded during the first half of the 2000s and contracted significantly during the financial crisis. The loan frontier also provides some new insights into mortgage credit availability. Increases in credit availability during the boom were fairly similar across borrower types, but the contraction was much sharper for low income and low credit score borrowers.¹⁶ On net, mortgage credit availability was lower for low-score and low-income borrowers in 2014 than it 2001, while the opposite is true for high-score and high-income borrowers. Another noteworthy result is that there are differences in credit availability growth across metro areas, even for borrowers with the same

¹⁶Adelino et al. (forthcoming) and Bhutta (2015) also find evidence consistent with this result. Also consistent with our evidence that the credit expansion during the boom was not limited to subprime borrowers, Ferreira and Gyourko (2015) find that the foreclosure crisis was widespread among prime and subprime loans.
credit scores, incomes, and downpayments. Thus, differential changes to credit availability across metro areas are not driven solely by compositional changes in the types of borrowers demanding mortgages.

5 Unobserved Heterogeneity

When there are relevant borrower characteristics that are observed by the lender but are unobserved in the data, the loan frontier measures the borrowing limit for borrowers with the “best” unobservables (from the perspective of borrowing ability). If there is a lot of unobserved heterogeneity, and if changes in the constraints of the borrowers with the best unobservables are not representative of changes in the constraints of more typical borrowers, then the loan frontier may not describe a borrowing constraint that is of much economic interest on its own, because it only applies to a small fraction of borrowers. Indeed, Figure 4 shows that a small fraction of borrowers originate near the frontier, suggesting a role for unobserved heterogeneity in practice.

In this section, we consider a parametric estimation approach that allows us to identify the full distribution of borrowing constraints for borrowers with a particular set of observable characteristics. The estimated model provides a good fit to the data and shows that the average borrowing constraint in the population of mortgage borrowers turns out to be highly correlated with the loan frontier that we estimate in the previous section. These results suggest that, in practice, changes in the loan frontier are representative of changes of the borrowing constraints of typical borrowers. We prefer the loan frontier as a headline measure because it is more transparently computed and relies on fewer assumptions.
We begin by proposing a very general model of mortgage originations. Let borrowers be indexed by $i$ and let them be characterized by observed characteristics $x_i \in \mathbb{R}^p$. Borrowers have indirect utility over borrowing amount $l$ given by $V_i(l)$. Each borrower faces a maximum borrowing amount $c_i$. Neither $V_i$ nor $c_i$ are fully determined by $x_i$, so there may be unobserved heterogeneity in both preferences and constraints. Unobserved heterogeneity in preferences may be driven by variation in housing demand based on family size, or variation in risk tolerance and preference for leverage. Unobserved heterogeneity in constraints may be driven by information about the borrowers that lenders observe but that we do not.

The borrower’s problem is therefore:

$$l_i = \arg\max_{l} V_i(l) \text{ s.t. } l \leq c_i$$ (8)

We additionally define the *unconstrained borrowing demand* for borrower $i$ as:

$$d_i = \arg\max_{l} V_i(l)$$ (9)

We assume that $V_i$ is continuous and single-peaked, so that borrowers have satiation points for mortgage borrowing and $d_i$ exists. We can easily see that:

$$l_i = \min \{ c_i, d_i \}$$ (10)

That is, the loan amount actually demanded is the minimum between the unconstrained

---

17For simplicity, we currently abstract away from contract terms other than the loan amount. The model is general enough to accommodate the choice of multidimensional contracts. A fuller specification of the model is available from the authors on request.
demand and the borrowing constraint. We want to make statements about the distribution of \( c_i \) using only data on \((l_i, x_i)\).

Under the notation of Section 2, the possibility set can be written:

\[
\Psi = \left\{ (x, l) : P(c_i \geq l | x_i = x) > 0 \right\}
\]  

(11)

And thus the loan frontier estimates:

\[
\varphi(x) = \sup \left\{ l : P(c_i \geq l | x_i = x) > 0 \right\}
\]  

(12)

Through equation (12), we see that the loan frontier estimates the upper bound of the support of the distribution of borrowing constraint \( c_i \), conditional on observable characteristics \( x_i \). As discussed earlier, this is the same as saying the frontier estimates the borrowing constraints of borrowers with the “best” unobservables.

While we have argued that the frontier accurately estimates a real borrowing constraint, we have thus far not claimed that it estimates borrowing constraints for the average borrower. But the researcher is probably more interested in estimating average borrowing constraints for borrowers of type \( x \): \( E[c_i | x_i = x] \). Without further assumptions, the full distribution of \( c_i \) is not identified.\(^{18}\) However, we are able to identify the distribution of \( c_i \) if we are willing to make some additional assumptions.

In particular, let us assume that \( c_i, d_i | x_i \) are bivariate log-normal with means \( \mu_c, \mu_d \), variances \( \sigma_c^2, \sigma_d^2 \), and correlation \( \rho \). Basu and Ghosh (1978) show that the shape parameters

\(^{18}\)To see this, note that one could rationalize any data set \((l_i, x_i)\) either by writing \( c_i = l_i \) and \( d_i > l_i \), or \( d_i = l_i \) and \( c_i > l_i \).
are identified, up to a switch in the identity of $c$ and $d$, from the distribution of $l_i = \min\{c_i, d_i\}$. In order to separate $c$ from $d$, we will assume that $\sigma_d^2 > \sigma_c^2$. That is, variance in the unobserved heterogeneity in unconstrained demand is larger than the variance in unobserved heterogeneity in constraints. This seems to be a reasonable assumption, given that we are already conditioning on the most important variables that lenders would use to determine underwriting standards.

To illustrate how these shape restrictions allow us to separately identify the two distributions, consider Figure 11, which illustrates the distributions of unconstrained demand, borrowing constraints, and observed mortgage originations.\textsuperscript{19} The figure shows that the distribution of originated loan amounts closely follows the distribution of unconstrained demand on the left tail, while it follows the distribution of constraints more closely on the right tail. Intuitively, borrowers choosing small loan amounts are unlikely to be constrained, and the distribution of small loans more closely reflects the distribution of unconstrained demand. Borrowers with large loan amounts are more likely to be constrained, and the distribution of large loan amounts will more closely reflect the distribution of constraints. Figure 11 also illustrates the intuition for how we may identify changes to constraints over time separately from changes to demand. If the left tail of the loan distribution remains the same from one period to the next, while the right tail of the distribution changes, we can reasonably attribute these changes to changes in the distribution of constraints.

We implement this approach on our entire dataset. To avoid having to separately estimate

\textsuperscript{19}The means and variances of borrowing constraints and unconstrained demand are set so that the distribution of mortgage originations is close to the observed distribution of loans in Chicago in 2003.
means and variances for every bin of borrower characteristics, we instead specify:

\[ c_{ijt} = \delta_{jt}^c + \alpha_{1t}^c \log(fico_{ijt}) + \alpha_{2t}^c \log(income_{ijt}) + \alpha_{3t}^c \log(1 + downp_{ijt}) + \epsilon_{ijt} \]  

\[ d_{ijt} = \delta_{jt}^d + \alpha_{1t}^d \log(fico_{ijt}) + \alpha_{2t}^d \log(income_{ijt}) + \alpha_{3t}^d \log(1 + downp_{ijt}) + \xi_{ijt} \]  

where \( \delta_{jt} \) denotes a separate dummy variable for each metro \( j \) and year \( t \), and \( \epsilon_{ijt}, \xi_{ijt} \) are iid bivariate normal with zero mean and variances \( \sigma_{c,t}^2, \sigma_{d,t}^2 \). Note that all of the parameters in (13) and (14) are allowed to vary by year. The variances are assumed to be constant across metro areas and borrower types, but we allow them to vary by year. Although \( \rho \) is formally identified, in Monte Carlo simulations we found that it was difficult to estimate precisely in practice. Thus, we set \( \rho = 0 \) in our estimation. We estimate equations (13) and (14), and the variances \( \sigma_{c,t}^2, \sigma_{d,t}^2 \) separately for each year using the entire sample of loan originations in that year. We can write the likelihood function in closed form, and estimate the parameters by maximum likelihood.\(^{20}\)

We start by examining whether the parametric model can provide a reasonable fit to the data. Figure 12 shows that the estimated model does a good job of fitting the empirical distributions of loan amounts in each year. We also verified the model fit for the distribution of loan amounts at the MSA level.

Figure 13 plots our estimates of \( E[c_i], E[d_i] \), and the aggregate loan frontier over time. To compute these estimates, we calculate the average of \( c_{ijt} \) and \( d_{ijt} \) across all borrowers in

\(^{20}\)We modify the likelihood function to account for right-censoring at the loan frontier that we observed in Figure 4. However, our results are largely unchanged when we use an uncensored likelihood and do not give the estimation procedure any information about the loan frontiers. The results are also unchanged if we exclude all the loans near the frontier from our analysis suggesting that the estimates are not driven by what is happening exactly at the frontier.

25
the sample for each year. To be comparable, the aggregate loan frontier is also computed as the average loan frontier across these same borrowers.\textsuperscript{21} The results show that average borrowing constraints are highly correlated with the non-parametric loan frontier, though lower in levels. This result helps to alleviate concerns that changes in the frontier are not representative of changes to borrowing constraints for typical borrowers. In fact, it appears that the loan frontier is very informative about movements in credit availability for borrowers with average levels of unobservables. Interestingly, the average level of unconstrained demand is not nearly as volatile or as correlated with the frontier as the average level of borrowing constraints. Intuitively, this results from the fact that the left tail of the loan distribution is more stable over time, and less correlated with the frontier, than the right tail of the loan distribution.

The estimation also produces an estimate of the the share of borrowers who are bound by their constraints in each year; that is, the share of borrowers for whom \(d_i \geq c_i\). This is a feature of the data that we do not explicitly target in estimation. Figure 14 shows this predicted share by year. As expected, the share is negatively correlated with the frontier, suggesting that when lending constraints are looser, the share of constrained borrowers is lower. The model predicts that 60 to 70 percent of borrowers take out the maximum obtainable loan amount given their FICO, income, and downpayment. We are not aware of any rigorous attempts to measure the share of constrained borrowers, but our estimates are similar in magnitude to other indirect and ad-hoc measures. Using the Survey of Consumer Expectations, Fuster and Zafar (2015) show that 42% of respondents would increase their

\textsuperscript{21}The aggregate loan frontier in Figure 13 is slightly different from the aggregate frontier presented in Figure 10 because the weights are different.
demanded house value if downpayment requirements decreased from 20% to 5%. Applying institutional mortgage rules to the NLSY, Barakova et al. (2014) estimate that 58% of homeowners in 2003 and 72% in 2007 were borrowing constrained, using the same definition of "constrained" that we do (i.e. borrowed the maximum amount allowable).

6 Application: The effect of mortgage availability on house prices and construction

We close the paper with an application that illustrates how the loan frontier can be useful in analysis that goes beyond a description of credit availability conditions. In particular, we use the frontier to measure the sensitivity of the price and quantity of housing to credit availability. We estimate regressions of the following form:

$$
\Delta y_{jt} = \gamma \Delta F_{jt} + \beta \Delta X_{jt} + \alpha_j + \delta_t + \epsilon_{jt}.
$$

(15)

$\Delta y_{jt}$ is either the change in the log quality-adjusted house price or the change in an estimate of the log single-family housing stock in metro $j$ at year $t$. $F_{jt}$ is the loan frontier aggregated up to the metro-year level, as described in Section 4. $\alpha_j$ and $\delta_t$ capture a set of metro area and year fixed effects, respectively. To control for time-varying metro-level factors that may affect both housing market activity and credit availability, we include changes in metro-by-year log-income, employment, and delinquency rate in $X_{jt}$.

The data for these regressions come from a number of sources. House prices come from the Zillow’s metro-area House Value Indexes. Housing stock estimates are created from the stock
in the 2000 Census, the stock in the 2013 ACS, annual building permits from the Census’ building permits data, and the equation $stock_{jt} = stock_{jt-1} + permits_{jt-1} - depreciation_j$.

Metro-specific depreciation rates are imputed from the difference between the 2013 stock and the 2000 stock plus cumulative building permits from 2000 to 2012. Employment rate and income measures come from the BEA. Delinquency rate is computed using our loan level data described in Section 3.

Table 2 shows the results for both house price and housing stock growth. Standard errors are clustered at the metro level. In columns 2 and 4, we interact the change in the loan frontier with the measure of housing supply elasticity developed by Saiz (2010) to test whether the effect of credit availability on prices and construction depends on the slope of the housing supply curve. The results reveal that the change in the loan frontier is significantly positively related to both price growth and housing stock growth. For a metro area with the mean housing supply elasticity, a one percent increase in the loan frontier is associated with 0.53 percentage point higher house price growth and .018 percentage point higher housing stock growth. The relationship is stronger for prices in inelastic metros but we do not find that the relationship is weaker for construction in inelastic metros, perhaps due to noisy estimates.

One issue with interpreting these results is that credit availability may be endogenous to local housing market conditions so that $cov(\varepsilon_{jt}, \Delta F_{jt}) \neq 0$. For one reason, omitted variables affecting both the loan frontier and the housing market may create a spurious correlation. Also, house prices and credit availability may be jointly determined in equilibrium, leading to a simultaneity bias.

To address these potential endogeneity issues, we exploit the disaggregated nature of the
loan frontier to create an instrument for credit availability in the spirit of Bartik (1991). The main identification idea is to use the fact that shocks to the national credit markets are exogenous to the local conditions in any one particular metro area, but can still have differential effects across metro areas, because different metro areas have different population distributions. For example, suppose that there is a national shock (such as regulatory changes or the financial crisis of 2007) that reduces the willingness of banks to lend to low credit score borrowers in particular. The impact of such a change on lending will be greater in metros where there are a large number of people with low credit scores. Our strategy is to estimate how local housing market outcomes respond to national changes to credit market conditions that affect a larger vs. smaller share of their borrower populations.

To construct our instrument for a given metropolitan area, we first estimate changes in the national loan frontier for each combination of income, FICO score and down payment. This is done by taking the population weighted average of the changes in the corresponding frontiers for all metros except for the metro in question. Next, we integrate the changes in the national frontiers using the local distributions of income, FICO and downpayment of the metro we are constructing the instrument for. Specifically, the instrument, $Z_{jt}$, for metro $j$ at time $t$ is equal to:

$$Z_{jt} = \sum_k s^k_j \sum_{i \neq j} \omega_i \Delta F^k_{ii}$$

where $k$ is a FICO/income/downpayment bin, and $s^k_j$ is the share of individuals in bin $k$ in metro $j$, averaged across time periods in our data.\(^{22}\) $\omega_i$ is the overall population share of

\(^{22}\)Our methodology for creating this instrument differs slightly from standard practice because we use shares that are derived from the average over our entire sample period rather than shares from the initial period or shares in year t-1. We do not use shares from year t-1 because changes in the types of borrowers who obtain credit could be endogenous to current and future (expected) local housing market conditions, so we think it is critical to use shares that are fixed over time. We do not use initial shares because borrower
metro area \( i \) (excluding metro \( j \)), and \( F^{k}_{it} \) is the loan frontier in metro \( i \) time \( t \) for bin \( k \).

We need two features of the data for our instrument to have power in the first stage. The main requirement is that there are differential trends in the national measures of credit availability across different borrower types. Such differential trends can be seen in Figures 7-10, and were likely driven by a variety of changes in the national mortgage market including the expansion and subsequent collapse of the market for private-label mortgage-backed securities, changes in long-term interest rates, and changes in government policies regarding GSE and FHA-backed mortgages. The second requirement is that there is cross-sectional variation in the distribution of borrowers across metro areas; this holds in the data as not all metro areas have the same types of borrowers living in them. The technical condition for the instrument to be valid is \( \text{cov}(\varepsilon_{j,t}, Z_{jt}) = 0 \). That is, changes in unobserved local fundamentals, excluding metro and year fixed effects, should not affect national trends in credit availability to different borrower types. For example, if household wealth increases in a specific metro and year so that \( \varepsilon_{jt} \) increases, this may affect local lending conditions, but it should not affect what happens to lending in other markets \( \Delta F^{k}_{it} \).

Table 3 shows the first-stage results; the instrument is strongly positively correlated with the local loan frontier. The second stage results of the IV procedure are displayed in Table 4. The qualitative results from the OLS continue to hold, though the magnitudes of the coefficients are somewhat larger. This amplification could be because the instrument is isolating variation in the frontier that we observe across many metro areas, which should help address any attenuation that arises due to measurement error in changes in the local types changed substantially during our sample period, so predicting credit supply based on 2001 borrower types could weaken the predictive power of the instrument. Nevertheless, we show in the Appendix that the results are similar when we use 2001 shares.
frontier. For a metro area with the mean supply elasticity, a one percentage point larger change in the loan frontier for the average borrower leads to 0.9 percentage point higher house price growth and 0.1 percentage point larger growth in the housing stock. The price effect is stronger for more inelastic areas, but the housing stock effect is not significantly related to supply elasticity.\textsuperscript{23}

Recall that Figure 4 shows that the mass of originations around the frontier is a relatively small share of all originations. Then, a natural question that arises is why a constraint which is binding for so few borrowers has material effects on the housing market. The likely explanation is that movements in the frontier are correlated with movements in constraints faced by other borrowers, as the evidence in Section 5 suggests.

Table 5 shows results when we control for the median mortgage interest rate by metro-year as an additional regressor. The coefficients on the loan frontier are hardly changed from Table 4, suggesting that credit availability, as measured by the loan frontier, has an additional effect on the housing market that is not captured fully by variation in interest rates. As discussed above, this is consistent with the large body of literature that finds small house price elasticities with respect to interest rates, but larger elasticities with respect to broader measures of credit supply.

To give our estimated elasticities some context, we calculate the contribution of changes in mortgage credit supply to the boom and bust in house prices and residential construction. Because our IV strategy identifies the causal effect of credit supply on housing market out-

\textsuperscript{23}The results are qualitatively and quantitatively robust to alternative specifications including: 1) alternative choices of $m$, 2) alternative definitions of weights $s_j^k$ for constructing the instrument, 3) using only full-doc loans to address income misreporting, and 4) controlling for unobserved borrower heterogeneity by using the residual of an interest rate regression. We describe these robustness checks and present their results in the Appendix.
comes, we can multiply the change in aggregate credit supply by our estimated coefficients to obtain the contribution of the frontier to aggregate changes in prices and quantities. The national aggregate loan frontier increased by 45 percent from 2001 to 2006, then contracted by 26 percent from 2006 to 2011. Based on the coefficients in Table 4, this cycle accounts for 68 percent of the growth in aggregate house prices from 2001 to 2006, and 81 percent of the subsequent house price decrease. At the same time, the expansion in credit accounts for 49 percent of the increase in the single-family housing stock. The contraction in credit from 2006 to 2011 implies a 3 percent decline in the housing stock. Of course, because the housing stock is durable and population growth puts continual upward pressure on housing demand, the housing stock rarely contracts. But we can still compare the predicted contraction in the stock to growth rates of the stock. The 5-year growth rate of the aggregate housing stock stepped down from 7 percent in the 2001-2006 period to 3 percent in the 2006-2011 period, a deceleration of 4 percentage points. Thus, the contraction in credit can account for roughly 72 percent of the slowdown in housing stock growth between these two periods.

To be sure, aggregate changes in the loan frontier are not themselves exogenous, as a wide variety of factors may have influenced aggregate credit conditions during the boom and bust, including endogenously determined housing market conditions. We therefore do not view the above analysis as revealing the contribution of exogenous credit supply shocks on house prices and construction over the cycle. Rather, the results above shed light on the magnitude of the role that credit conditions played over this time, regardless of the reason for the changes in credit supply.
7 Conclusion

We construct a new nonparametric measure of mortgage borrowing constraints and argue that it isolates changes in borrowing constraints from changes in borrowing demand. The frontier estimation approach allows us to monitor changes in credit availability for different types of borrowers and in different housing markets, providing a detailed picture of mortgage availability that requires only data on mortgage originations to compute. We show that the estimated loan frontier reflects patterns that are consistent with known institutional features of the mortgage market, that there is bunching in loan originations at the frontier, and that the frontier is correlated with alternative measures of credit availability. To illustrate the usefulness of the loan frontier, we exploit changes in the frontier over time and across locations to show that credit availability played a significant role in house price and housing stock movements over the recent housing cycle.

We now opine on some challenges and opportunities going forward. As to challenges, the model in Section 5 reveals the difficulty in identifying the full distribution of borrowing constraints without making some parametric assumptions about the distributions of borrowing constraints and unconstrained demand. In order to identify these distributions without making such assumptions, future work could exploit variables that are known to affect one distribution and not the other. Another strategy might be to focus on groups of borrowers a priori known to be either constrained or unconstrained. As to opportunities, the loan frontier could be useful as an empirical input into structural models of the housing market with heterogeneous borrowing constraints, which would allow for analysis of the effects of policies that affect credit supply. In addition, the frontier could be used to explore the factors that
affect mortgage credit availability and the effects of credit on household decision-making and economic activity. Finally, the methodology that we develop could be adopted to study credit supply in other areas of finance besides real estate.
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Concerns purchase mortgage applications only. Source: HMDA.
This is loan frontier for Chicago, 2012, computed with loan amount as output and FICO score as input. Each dot represents a mortgage origination in the data, and the solid line is the estimate of the loan frontier with $m = 1,000$. The loan frontier is reported in thousands of dollars.
This figure shows contour plots of the frontier computed for the Boston metro area, in 2004 and 2012. The left panels show 2004 and the right panels show 2012. The top panels show the contours with respect to credit score and income, for a downpayment fixed at $50k. The bottom panels show the contours with respect to credit score and downpayment, for borrower income fixed at $150k.
For each borrower type/year/metro area, we compute the share of observations within $5,000 intervals around the estimated frontier for that borrower. The figure plots the histogram when we take the simple average of these shares across all borrower types, years, and metro areas.
Panel (a) shows the correlation between the net fraction of banks reporting a tightening of standards for residential mortgages in the Senior Loan Officer Opinion Survey (SLOOS) and changes in the aggregate loan frontier. SLOOS responses are reported separately for prime, nontraditional and subprime loans. To obtain aggregate SLOOS responses for each year, we average three categories using equal weights. Also, we average quarterly responses to obtain annual estimates. Panel (b) shows the loan frontier along with the Mortgage Credit Availability Index (MCAI) produced by the Mortgage Bankers’ Association. The MCAI is a function of the number of loan programs offered by large investors and the risk characteristics that define the types of loans that these programs will accept. The loan frontier is aggregated over metro areas, incomes, and downpayments using the weights described in Section 4.
This figure shows 95 percent confidence intervals, in dotted lines, of the aggregate loan frontier, the solid line, for select MSAs. Poprank is the population rank of the MSA. Confidence intervals are computed using 100 bootstrap repetitions.
The loan frontier is aggregated over metro areas, incomes, and downpayments using the weights described in Section 4. The loan frontier is in thousands of 2014 dollars.
The loan frontier is aggregated over metro areas, FICO scores, and downpayments using the weights described in Section 4. The loan frontier is in thousands of 2014 dollars.
Figure 9: Aggregate Loan Frontiers by Downpayment

The loan frontier is aggregated over metro areas, incomes, and FICO scores using the weights described in Section 4. The loan frontier is in thousands of 2014 dollars.
The loan frontier is aggregated over downpayments, incomes, and FICO scores using the weights described in Section 4. The solid black line also aggregates over metro areas using population weights. The loan frontier is in thousands of 2014 dollars.
Figure 11: Distribution of the Minimum of a Bivariate Normal

Constraints and unconstrained demand are jointly log-normal with parameters described in Section 5. Originated loan amount is the minimum of constraint and unconstrained demand.
The figure compares the empirical distribution of mortgage originations with the simulated distribution from the estimates of the parametric model in Section 5.
The national average borrowing constraint and average unconstrained borrowing demand are estimated using the parametric model described in Section 5. The loan frontier is estimated non-parametrically as in Section 4.
The share of constrained borrowers is constructed by simulating the parametric model in Section 5 and computing the share of borrowers for whom the unconstrained borrowing demand is higher than their borrowing constraint.
Table 1: Analysis of Variance for Loan Frontier

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rsquared</td>
<td>0.49</td>
<td>0.5</td>
<td>0.63</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>FICO F.E.</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Downp F.E.</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Income F.E.</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year F.E.</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSA F.E.</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Note: The average loan frontier is $283k and the standard deviation is $199k.
<table>
<thead>
<tr>
<th>Dep. variable:</th>
<th>$\Delta \ln Price$</th>
<th>$\Delta \ln Hstock$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \ln Frontier$</td>
<td>0.582*** (0.083)</td>
<td>0.018*** (0.006)</td>
</tr>
<tr>
<td>$\Delta \ln Frontier$</td>
<td>0.532*** (0.087)</td>
<td>0.018*** (0.006)</td>
</tr>
<tr>
<td>$\Delta \ln Frontier$</td>
<td>0.018*** (0.006)</td>
<td>0.018*** (0.006)</td>
</tr>
<tr>
<td>Inelastic $\times \Delta \ln Frontier$</td>
<td>0.155*** (0.039)</td>
<td>0.006 (0.004)</td>
</tr>
<tr>
<td>$\Delta \log$ Delinquency Rate</td>
<td>-0.122*** (0.013)</td>
<td>0.005** (0.002)</td>
</tr>
<tr>
<td>$\Delta \log$ Income</td>
<td>0.077 (0.088)</td>
<td>-0.013 (0.017)</td>
</tr>
<tr>
<td>$\Delta \log$ Employment</td>
<td>0.983*** (0.243)</td>
<td>0.216*** (0.044)</td>
</tr>
<tr>
<td></td>
<td>1.031*** (0.235)</td>
<td>0.221*** (0.046)</td>
</tr>
<tr>
<td>Observations</td>
<td>1217 1152</td>
<td>1217 1152</td>
</tr>
<tr>
<td>$R^2$ overall</td>
<td>0.598 0.611</td>
<td>0.163 0.164</td>
</tr>
</tbody>
</table>

Note: All the variables in this regression are in log differences. The sample consists of annual data from 2001 to 2013 for 100 metropolitan areas. All specifications include metro area and year fixed effects. The clustered robust standard errors are given in parentheses. *, **, *** indicate statistical significance at the 90%, 95%, and 99% level respectively.
Table 3: First Stage Effects of the Instrument on Loan Frontiers

<table>
<thead>
<tr>
<th>Dep. variable:</th>
<th>$\Delta \ln \text{Frontier}$</th>
<th>$\text{Inelastic} \times \Delta \ln \text{Instrument}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \ln \text{Instrument}$</td>
<td>0.567*** (0.110)</td>
<td>0.532*** (0.118)</td>
</tr>
<tr>
<td>$\text{Inelastic} \times \Delta \ln \text{Instrument}$</td>
<td>0.065*** (0.018)</td>
<td>0.841*** (0.028)</td>
</tr>
<tr>
<td>$\Delta \log \text{Delinquency Rate}$</td>
<td>-0.073*** (0.005)</td>
<td>-0.067*** (0.005)</td>
</tr>
<tr>
<td>$\Delta \log \text{Income}$</td>
<td>0.203** (0.096)</td>
<td>0.208** (0.089)</td>
</tr>
<tr>
<td>$\Delta \log \text{Employment}$</td>
<td>0.389** (0.196)</td>
<td>0.373** (0.184)</td>
</tr>
</tbody>
</table>

F-test of excluded Instruments | 26.07 | 27.15 | 525.38
Underidentification test (p-values) | 0.000 | 0.000 | 0.000
Observations | 1217 | 1152 | 1152
$R^2$ overall | 0.336 | 0.338 | 0.729

Note: All the variables in this regression are in log differences. The sample consists of annual data from 2001 to 2013 for 100 metropolitan areas. All specifications include metro area and year fixed effects. The clustered robust standard errors are given in parentheses. *, **, *** indicate statistical significance at the 90%, 95%, and 99% level respectively.
Table 4: The IV Effects of Loan Frontiers on House Prices and Housing Stock

<table>
<thead>
<tr>
<th>Dep. variable:</th>
<th>$\Delta \ln \text{Price}$</th>
<th>$\Delta \ln \text{Hstock}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>$\Delta \ln \text{Frontier}$</td>
<td>$1.205^{***}$</td>
<td>$0.889^{***}$</td>
</tr>
<tr>
<td></td>
<td>$(0.301)$</td>
<td>$(0.338)$</td>
</tr>
<tr>
<td>$\text{Inelastic } \times \Delta \ln \text{Frontier}$</td>
<td>$0.081^{*}$</td>
<td>-0.003</td>
</tr>
<tr>
<td></td>
<td>$(0.047)$</td>
<td>$(0.006)$</td>
</tr>
<tr>
<td>$\Delta \log \text{ Delinquency Rate}$</td>
<td>$-0.071^{***}$</td>
<td>$-0.089^{***}$</td>
</tr>
<tr>
<td></td>
<td>$(0.025)$</td>
<td>$(0.023)$</td>
</tr>
<tr>
<td>$\Delta \log \text{ Income}$</td>
<td>$-0.074$</td>
<td>$-0.038$</td>
</tr>
<tr>
<td></td>
<td>$(0.094)$</td>
<td>$(0.107)$</td>
</tr>
<tr>
<td>$\Delta \log \text{ Employment}$</td>
<td>$0.782^{***}$</td>
<td>$0.913^{***}$</td>
</tr>
<tr>
<td></td>
<td>$(0.200)$</td>
<td>$(0.226)$</td>
</tr>
</tbody>
</table>

Observations | 1217 | 1152 | 1217 | 1152 |
$R^2$ overall | 0.508 | 0.582 | 0.035 | 0.021 |

Note: All the variables in this regression are in log differences. The sample consists of annual data from 2001 to 2013 for 100 metropolitan areas. All specifications include metro area and year fixed effects. The clustered robust standard errors are given in parentheses. *, **, *** indicate statistical significance at the 90%, 95%, and 99% level respectively.
Table 5: The IV Effects of the Loan Frontier Directly Controlling for Interest Rates

<table>
<thead>
<tr>
<th>Dep. variable:</th>
<th>( \Delta \ln\text{Price} )</th>
<th>( \Delta \ln\text{Hstock} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \ln\text{Frontier} )</td>
<td>1.209***</td>
<td>0.898***</td>
</tr>
<tr>
<td></td>
<td>(0.294)</td>
<td>(0.335)</td>
</tr>
<tr>
<td>( \text{Inelastic} \times \Delta \ln\text{Frontier} )</td>
<td>0.079*</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td>(0.046)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>( \Delta \ln\text{MedianRate} )</td>
<td>-0.036</td>
<td>-0.118</td>
</tr>
<tr>
<td></td>
<td>(0.115)</td>
<td>(0.108)</td>
</tr>
<tr>
<td>( \Delta \log \text{Delinquency Rate} )</td>
<td>-0.071***</td>
<td>-0.088***</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.023)</td>
</tr>
<tr>
<td>( \Delta \log \text{Income} )</td>
<td>-0.074</td>
<td>-0.036</td>
</tr>
<tr>
<td></td>
<td>(0.094)</td>
<td>(0.106)</td>
</tr>
<tr>
<td>( \Delta \log \text{Employment} )</td>
<td>0.778***</td>
<td>0.900***</td>
</tr>
<tr>
<td></td>
<td>(0.195)</td>
<td>(0.221)</td>
</tr>
</tbody>
</table>

Observations 1217 1152 1120 1060

\( R^2 \) overall 0.507 0.581 0.066 0.066

Note: All the variables in this regression are in log differences. \( \text{MedianRate} \) is the median interest rate of all purchase loans in a metro-year. The sample consists of annual data from 2001 to 2013 for 100 metropolitan areas. All specifications include metro area and year fixed effects. The clustered robust standard errors are given in parentheses. *, **, *** indicate statistical significance at the 90%, 95%, and 99% level respectively.
A Online Appendix–Not for publication

A.1 Details of the HMDA to McDash/Corelogic Merge

The HMDA data are first restricted to first lien, purchase mortgages to be comparable with the McDash/CoreLogic sample.24 Each HMDA loan is assigned a unique id (“hmdaid”). HMDA reports the census tract of the property whereas McDash/CoreLogic reports the zip code so the first step is to convert census tracts in HMDA into zip codes. We do this using the HUD-USPS Zip Crosswalk files and the Missouri Census Data center crosswalk for years in which the HUD-USPS Zip Crosswalk files are unavailable. This is a one-to-many merge, as census tracts can be contained in multiple zip codes, and so a single hmdaid may appear multiple times in the data after this initial merge.

Each McDash/CoreLogic loan is assigned a unique id (“mcdashid”). We then match mcdashid to all records in HMDA that have the same loan amount, the same zip code, and have origination dates within 45 days of each other. Flexibility on origination dates is permitted because some origination dates are missing in McDash/CoreLogic and must be imputed using the closing date of the loan. There could also be recording errors. In the case that a single hmdaid matches to more than one mcdashid, all potential matches for a particular hmdaid are sorted on difference in origination date, difference in occupancy status, and difference in loan type (e.g. FHA, GSE), in that order. Only the best potential match by this sort criteria is kept; the rest are dropped. This ensures that a single hmdaid does

---

24 For the years 2001-2003, there is not a first lien flag. For these years, some junior liens are identified by finding loans that have the exact same borrower characteristics (income, sex, race, ethnicity), census tract, occupancy status, origination date, and selecting the loan origination where the loan amount is a small fraction of the larger loan amount.

25 The loan amount in the McDash/CoreLogic data is first rounded to the nearest 1000 because all loan amounts in HMDA are rounded to the nearest 1000.
not match to more than one mcDashid. Then, in the case of where a mcDashid matches to
more than one hmdaid, matches are again sorted on difference in origination date, difference
in occupancy status, and difference in loan type, in that order. The first record in the sort
is kept as a match.

In the case where a mcDashid does not match to any hmdaid, we then do a second round
of matching that follows the same procedure as the above paragraph, except we permit zip
codes to match on only the first 4 digits of the zip code. Flexibility in the match on zip code
is permitted because some error is introduced when translating census tracts to zip codes.
There could also be recording errors. All hmdaids and mcDashids that are matched in the
first round are excluded from the second round.

The next step is to collect all junior liens associated with each first lien mortgage orig-
ination at the time of origination. We follow the following procedure. For each first lien
mortgage origination, we have all the borrower characteristics and property characteristics
available in HMDA from the match described above. Therefore, we can match each first
lien purchase origination with all junior lien purchase originations in HMDA that have the
exact same census tract, origination date, occupancy status, and borrower characteristics
(income, race, ethnicity, sex). A match between a first lien and junior lien where the junior
lien loan amount is greater than the first lien loan amount, or where the combined LTV >
120 is dropped. In practice, we find that there are very few instances where a single junior
lien matches to multiple first lien originations. The share of originations that can be linked
to a junior lien for the years 2001-2014 are: 4.1, 5.7, 7.2, 12.9, 22.7, 25.8, 13, 2, 0.4, 0.3, 1,
0.9, 0.8, 1.4 percent respectively.
A.2 Detail on Detecting Bunching at the Frontier Across Bins

For each of our fico, downpayment, income, year, msa bins that we compute frontiers for ("frontier bins"), we first calculate the share of observations within a certain distance of the frontier. We use twelve distance bins of length 5k, beginning at -49k (i.e. 44k-49k less than the frontier). Let $s_{jb}$ denote the share of observations for frontier bin $b$ within distance $j$ of the frontier. Let $j$ be the midpoint of the interval (e.g. for the interval [-4k,1k], $j = -1.5$).

We then estimate the following regression:

$$s_{jb} = \alpha_0 + \alpha_1 j + \alpha_2 j^2 + \alpha_3 I[j = -1.5k] + \alpha_4 I[j > -1.5k] + \epsilon_{jb}$$

(17)

separately by group. $\alpha_3 > 0$ and $\alpha_4 < 0$ would be suggestive of bunching because it implies that the bin just before the frontier and the bins just after the frontier have more and less mass, respectively, relative to what a flexible function of $j$ would suggest.\textsuperscript{26} We define groups by first combining our 31 FICO frontier bins, 19 downpayment frontier bins, 18 income frontier bins, 14 year bins, and 100 frontier msas into 4 FICO bins (500-550, 550-600, etc), 6 downpayment bins (0-50k, 50k-100k, etc), 5 income bins (0-70k, 70k-110k, 110k-150k, etc), 14 year bins (i.e. years are not further grouped) and 10 city bins (cities are divided into bins according to their population rank). Each unique fico/downpayment/income/city/year bin combination constitutes a group, so we have 16800 groups ($4^4 * 5^4 * 14^4 * 10$). We find that 75 percent of groups have $\alpha_3$ statistically significantly greater than zero and $\alpha_4$ statistically significantly less than zero at the ten percent level, indicating that bunching is fairly widespread across frontier bins.

\textsuperscript{26}We also tried including higher order $j$ terms, and the results were very similar.
A.3 Robustness Results for Section 6

In this section, we show that our estimates in Table 4 are both qualitatively and quantitatively robust to (i) alternative choices of \( m \) when computing the frontier, (ii) alternative choices of weights \( s_j^k \) in computing the instrument, (iii) using only full-documentation loans to reduce the bias associated with income misreporting, and (iv) computing the frontier conditioning on unobserved borrower heterogeneity, defined as the residual from an interest rate regression.

First, we test the robustness of our main results to our choice of \( m \), which as explained in the text, is the number of draws one takes from the sample when computing the expected maximum loan amount. Table 6 shows results for \( m = 500 \) and \( m = 2,000 \). The results do not appear to be sensitive to our choice of \( m \).

Second, we test the robustness of our main result to the choice of weights, \( s_j^k \), used to compute the instrument as in equation (16). Columns 1 and 2 of Table 7 show the regression results when \( s_j^k \) is defined as the share of individuals in bin \( k \) in metro \( j \) in 2001, rather than averaged across time periods in our data. By fixing the weights using the data at the beginning of our sample period, we address potential concerns regarding households sorting over our sample period in a way that is affected by credit availability or housing market outcomes. The estimated elasticities of house price growth and housing stock growth with respect to the frontier are comparable to those in the baseline specification.

Third, we re-estimate the frontier, dropping all loan originations that are not flagged as fully documented.\(^{27}\) The motivation for this specification is that researchers have found

\(^{27}\)In our data, 41% of loan originations are classified as fully documented, 15% are limited/no documentation, and 44% are of unknown documentation.
that reported incomes in HMDA appear to be overstated, particularly in 2005 and 2006 (e.g. Avery et al. (2012), Blackburn and Vermilyea (2012)). By focusing on loans with full documentation, we are focusing on a sample for which income overstatement is less likely. Columns 3 and 4 of Table 7 show that our results are similar when using this subsample of the data.

Finally, we consider the possibility of omitted variables. As discussed in Section 5, unobserved heterogeneity may be a concern if changes to the frontier are not correlated with changes to borrowing constraints faced by typical borrowers. In the IV regression, our instrument will be valid only if metro-by-year specific shocks to the distribution of unobservables (that also independently affect house prices) are not correlated across metro areas.\textsuperscript{28} To address this concern, we construct the frontier using the borrower’s residualized interest rate at the time of origination as an additional input.\textsuperscript{29} The motivation for this approach is that one might expect that, conditional on observable characteristics, lower interest rates are available to borrowers with better unobserved characteristics. Then, the interest rate residual can be used as a proxy for borrower unobserved characteristics. We find that the frontier tends to be larger for metro/year/borrower type bins where the residual is more negative, which is consistent with this interpretation. To keep the analysis tractable, we categorize borrowers into two types: high types who have residual interest rates below average, and low types who have residual interest rates above average. Columns 5 and 6 of Table 7 report the results when we aggregate over the unobserved borrower type using

\textsuperscript{28}Shocks to the distribution of unobservables that are correlated across metro areas would be captured by our fixed effects if the shocks are spread across all borrower types.

\textsuperscript{29}In particular, we obtain the residual by regressing the interest rate at origination on FICO, LTV, income, origination amount, ARM dummy, loan type dummies, 30-year-term dummy, metro fixed effects, and interaction terms. The regressions are run separately for each year.
equal weights for low and high types. The estimated elasticities of house price growth and housing stock growth with respect to the frontier are comparable to the ones in our baseline specification, suggesting that changes in the distribution of borrower unobservables are not driving the estimation results.
Table 6: Robustness with respect to choice of $m$

<table>
<thead>
<tr>
<th>Dep. variable:</th>
<th>$\Delta \ln Price$</th>
<th>$\Delta \ln H stock$</th>
<th>$\Delta \ln Price$</th>
<th>$\Delta \ln H stock$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \ln Frontier$</td>
<td>1.119*** (0.264)</td>
<td>0.082*** (0.032)</td>
<td>1.291*** (0.338)</td>
<td>0.094** (0.038)</td>
</tr>
<tr>
<td>$\Delta \text{Log Delinquency Rate}$</td>
<td>-0.076*** (0.022)</td>
<td>0.010** (0.004)</td>
<td>-0.066** (0.027)</td>
<td>0.011** (0.004)</td>
</tr>
<tr>
<td>$\Delta \text{Log Income}$</td>
<td>-0.047 (0.084)</td>
<td>-0.029* (0.016)</td>
<td>-0.099 (0.104)</td>
<td>-0.032* (0.017)</td>
</tr>
<tr>
<td>$\Delta \text{Log Employment}$</td>
<td>0.798*** (0.196)</td>
<td>0.195*** (0.030)</td>
<td>0.765*** (0.205)</td>
<td>0.193*** (0.029)</td>
</tr>
</tbody>
</table>

Observations: 1217 1217 1217 1217
$R^2$ overall: 0.775 0.627 0.720 0.598

Note: All the variables in this regression are in log differences. The sample consists of annual data from 2001 to 2013 for 100 metropolitan areas. All specifications include metro area and year fixed effects. The clustered robust standard errors are given in parentheses. *, **, *** indicate statistical significance at the 90%, 95%, and 99% level respectively.
Table 7: Robustness with respect to alternate specifications

<table>
<thead>
<tr>
<th>Dep. variable:</th>
<th>Presample weights from 2001</th>
<th>Only Full Doc. Loans</th>
<th>Controlling for Unobs. Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\Delta \ln Price)</td>
<td>(\Delta \ln H\text{stock})</td>
<td>(\Delta \ln Price)</td>
</tr>
<tr>
<td>(\Delta \ln \text{Frontier})</td>
<td>1.029*</td>
<td>0.140*</td>
<td>0.919**</td>
</tr>
<tr>
<td></td>
<td>(0.592)</td>
<td>(0.065)</td>
<td>(0.432)</td>
</tr>
<tr>
<td>(\Delta \log \text{Delinquency Rate})</td>
<td>-0.090*</td>
<td>0.014**</td>
<td>-0.106***</td>
</tr>
<tr>
<td></td>
<td>(0.047)</td>
<td>(0.006)</td>
<td>(0.031)</td>
</tr>
<tr>
<td>(\Delta \log \text{Income})</td>
<td>0.009</td>
<td>-0.038**</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>(0.123)</td>
<td>(0.017)</td>
<td>(0.097)</td>
</tr>
<tr>
<td>(\Delta \log \text{Employment})</td>
<td>0.889***</td>
<td>0.184***</td>
<td>0.736***</td>
</tr>
<tr>
<td></td>
<td>(0.226)</td>
<td>(0.028)</td>
<td>(0.269)</td>
</tr>
<tr>
<td>Observations</td>
<td>1217</td>
<td>1217</td>
<td>1217</td>
</tr>
<tr>
<td>R(^2) overall</td>
<td>0.747</td>
<td>0.497</td>
<td>0.719</td>
</tr>
</tbody>
</table>

Note: All the variables in this regression are in log differences. The sample consists of annual data from 2001 to 2013 for 100 metropolitan areas. All specifications include metro area and year fixed effects. The clustered robust standard errors are given in parentheses. *, **, *** indicate statistical significance at the 90%, 95%, and 99% level respectively.