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Studies of the term structure of interest rates try to explain the relationship between the yield to maturity on zero-coupon bonds and their time to maturity. Over the years, many theoretical models have been developed to explain the stylized facts of U.S. Treasury yields; however, model comparison, parameter estimation and hypothesis testing remain thorny issues. The purpose of this paper is to show that Bayesian methods and Markov Chain Monte Carlo (MCMC) methods, in particular, may help resolve a number of these problems, especially those related to model comparison. We use MCMC to compare the seminal models of Vasicek and Cox, Ingersoll and Ross (CIR). The most surprising result of our analysis is that one of these two models is almost 50,000 times more likely than the other. In contrast, results in the previous literature have been much more ambiguous because they are based on a variety of goodness-of-fit measures. A Monte Carlo study shows that these results are not spurious: the MCMC method is able to select the correct data generation model, whereas goodness-of-fit measures are virtually indistinguishable regardless of whether the data were generated from Vasicek or CIR.
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1. Introduction

Studies of the term structure of interest rates try to explain the relationship between the yield to maturity on zero-coupon bonds and their time to maturity. For obvious reasons these studies are of intense interest to the economics/finance professions as well as Wall Street firms. To explain the term structure, a large number of bond pricing models have been developed following two seminal papers by Vasicek (1977) and Cox, Ingersoll and Ross (CIR 1985). More recent explanations can be found in texts such as Karatzas and Shreve (1988, 1991), Cochrane (2001), or the review paper by Maes (2004). While theoretical models of the term structure have proliferated over the years, parameter estimation and hypothesis testing remain thorny issues (e.g., the recent exchange between Duffie and Stanton (2004) and Tauchen (2004)). Estimation problems were highlighted early on by Ball and Torous (1996); their study was one of many to point out difficulties in estimating the coefficient of mean reversion in the instantaneous risk-free rate for both the CIR and other two-factor models. In contrast, Chib and Greenberg (1994) show that estimation in the presence of unit roots presents no particular challenges if one uses a Bayesian approach. Another problem is that most theoretical pricing models are specified in continuous time while actual bond prices or yields are observed in discrete time and this introduces a number of approximation errors. A third problem is how to compare the performance of competing term structure models. The purpose of this paper is to show that Bayesian methods and Markov Chain Monte Carlo (MCMC) methods, in particular, may help resolve a number of these problems, especially those related to model comparison.

Researchers have compared the Vasicek, CIR and other term structure models using various goodness-of-fit measures, with mixed results. For example, Chan et al. (1992) compute GMM minimized criterion ($\chi^2$) values for various single-factor interest rate models and find that CIR has a slightly lower $\chi^2$ value than the Vasicek model. This would suggest CIR fits observed yields slightly better than Vasicek. However, this result is based on one-month
Treasury bill yields as a proxy for the unobserved short rate. This approach has at least two points of contention: first, there is documented idiosyncratic variation in short maturity Treasury bill yields (Duffee 1994) which would suggest the one-month yield may not be good proxy for the short rate; and, second, this approach ignores information about the short rate imbedded in longer maturity Treasury bills. Chen and Yang (1995) also use relatively short maturity (three-month) Treasury bill yields as a proxy for the short rate, and run regressions to estimate the parameters of each model in the true, physical measure. Ten-year Treasury bond prices are then used to estimate a risk-premium parameter for each of the two models. They find little difference between the mean squared errors in the model-implied and the observed 10-year bond prices for the two models. 

In the statistics literature, several papers, most notably Chib (1995), Chib and Jeliazkov (2001) and Chen (2005), have investigated methods for estimating the marginal likelihood using draws from the posterior distributions of the state variables and parameter vectors. We use these methods to compare the seminal models of Vasicek and CIR. In particular, we use the Gibbs Sampler and the Metropolis-Hastings algorithm to obtain the conditional distribution $p(\theta | r, Y)$ of the parameters $\theta$ given the instantaneous interest rate $r$ and the bond yield data $Y$. We then employ the Kalman filter to obtain the conditional distribution $p(r | \theta, Y)$ for $r$ given $\theta$ and $Y$ for the Vasicek model; for the CIR model, the Kalman filter is introduced as part of the conditional distribution $p(r | \theta, Y)$. Sequentially sampling from the two conditional distributions $p(\theta | r, Y)$ and $p(r | \theta, Y)$ gives a Markov chain $(\theta^0, \theta^1)$ whose limiting distribution is the posterior distribution $\pi(\theta, r | Y)$ of interest. With the draws $(\theta^0, \theta^1)$ from the posterior distribution in hand, we apply the method described by Chib (1995) and Chen (2005) to compute the marginal likelihood for each model and obtain the posterior odds ratio. We assume the two models are equally probable a priori; the posterior odds ratio is then used to compare the likelihood of the two models given the Treasury bond yield data.

The most surprising result of our analysis is that the CIR model is almost 50,000 times more likely than the Vasicek model. Using the Kass and Raftery (1995) scale, the evidence is very strongly in favor of CIR. In contrast, results in the previous literature have been more ambiguous because they are based on a variety of goodness-of-fit measures, usually mean square errors as in Chen and Yang (1995).

The main point of our paper is to show that measures such as mean square errors may not be powerful enough to detect the true underlying data generation process. A small Monte Carlo study shows that these results are not spurious: the correct data generation model, whereas goodness-of-fit measures are virtually indistinguishable regardless of whether the data were generated from Vasicek or CIR.

It is well known that neither model offers a perfect fit for U.S. Treasury yields. Nevertheless, due in large part to their analytic tractability, both models are still widely used. For example, researchers interested in pricing contingent claims on real assets, including commodities and real estate, choose either the single-factor Vasicek or CIR model for the interest rate so that their analyses remain manageable. Schwartz (1997) and Cassassus and Collin-Dufresne (2005) use the single-factor Vasicek model for the interest rate in conjunction with Gaussian models for commodity price processes in their analyses to price futures and options on various commodities.

In the mortgage literature, Titman and Torous (1989) use the single-factor CIR model for the instantaneous rate to value commercial mortgages. Kau et al. (1992, 1995) also use the single-factor CIR model for the instantaneous rate to value fixed-rate mortgages, while Collin-Dufresne and Harding (1999) use the single-factor Vasicek model to value fixed-rate residential mortgages.

We wish to make clear that the dynamics of the term structure of U.S. Treasury yields is better explained by more advanced multi-factor models such as the classes of affine models that have been the focus of much of the recent empirical work investigated, for example, by Dai and Singleton (2000, 2002), Duffee (2002), Bester (2004), Duffee and Stanton (2004) and Collin-Dufresne et al. (2009). As the proposed models become more advanced and more numerous, an important enterprise will be to find the class of models that the data favor more. This paper is simply a first step in this direction. In subsequent research we hope to extend the analysis and compare the different classes of three- and four-factor affine models.

The remainder of this article is organized as follows. In section 2 we review the two models, and describe the empirical methodology and the MCMC algorithms in some detail. In section 3 we discuss the data and present the results: we find that U.S. Treasury bond yield data overwhelmingly favor the CIR model over the Vasicek model. We also explore various goodness-of-fit measures for the yield curve and the difficulty these measures have in distinguishing the two models. In section 4 we provide robustness checks of our results. Section 5 concludes.

2. Methodology

2.1. Term structure models

Models of the term structure of interest rates specify a stochastic process for the instantaneous interest rate $r$. Typically, the instantaneous rate is a function $r(t) = f(X_t, t)$ of one or more state variables $X_t$ that are assumed to follow a diffusion process

$$dX_t = \mu(X_t, t)dt + \sigma(X_t, t)dW.$$  

Assuming the existence of an equivalent martingale, or risk-neutral, measure, the price at time $t$ of a zero-coupon bond that pays $1$ at time $t + \tau$ is

$$B(X_t, t, \tau) = E^*[e^{-\int_t^{t+\tau} r_s ds}].$$


and by the Feynman–Kac Theorem the bond price must satisfy the partial differential equation
\[
\frac{\partial B}{\partial t} + \frac{\partial B}{\partial X} \mu^*(X, t) + \frac{1}{2} \text{trace} \left( \frac{\partial^2 B}{\partial X^2} \sigma(X, t) \sigma(X, t)^T \right) = f(X, t) \cdot B, \tag{3}
\]

where \( E_t^p \) denotes expectation with respect to the risk-neutral measure conditional on information available at time \( t \), and \( \mu^*(X, t) \) denotes the drift of the state variables in the risk-neutral measure. By Girsanov’s Theorem, the risk-neutral drift \( \mu^* \) is the physical drift \( \mu \) less the risk premium whose functional form must be specified by the model.

The yield on a bond with maturity \( \tau \) is minus the natural log of the bond price divided by \( \tau \):
\[
Y(\tau) = -\ln B/\tau.
\]
The term structure of interest rates, or yield curve, then displays the relationship between the yields and time to maturity. The instantaneous rate \( r \) is the limit of the yield as time to maturity goes to zero; because bonds of arbitrarily small maturities are not traded, the instantaneous rate is unobservable.

The term structure can be computed by solving (3) with boundary condition \( B = 1 \) for \( \tau = 0 \). Given a panel set of zero-coupon bond prices (or yields), this then allows estimation of the parameters conditional on the state variables. However, the state variables are typically unobserved and must themselves be estimated from the bond price data by filtering or other techniques. For many term structure models, the stochastic differential equation (1) is very difficult to solve; if the bond price data is observed at high frequency, then the solution to (1) may be approximated by the Euler discretization and in this case the distribution of the state variables at time \( t + \Delta t \) conditional on the state variables at time \( t \) is Gaussian.

2.2. The Vasicek and CIR models

Vasicek (1977) first adopted the mean-reverting Gaussian process to model the evolution of the instantaneous interest rate. It was one of the first models to allow mean reversion in the interest rate—at high interest rate levels economic activity would be hampered and equilibrium forces would tend to pull the rate lower, and conversely at low interest rate levels equilibrium forces would tend to pull the rate back higher—a property that has been empirically documented in observed rates.

In particular, the Vasicek model specifies that the instantaneous interest rate \( r \) follows an Ornstein–Uhlenbeck process:
\[
\text{d}r_t = (\mu - kr_t) \text{d}t + \sigma \sqrt{r_t} \text{d}W_t, \tag{4}
\]
where \( \mu, k, \) and \( \sigma \) are constants. In his original paper, Vasicek assumes the risk premium is constant, so that the risk-neutral drift of the instantaneous rate is \( \mu^* - kr_t \). This is an unnecessary and stringent assumption. Duffee (2002) and Dai and Singleton (2002) show that the model is much improved under a variety of measures if the risk premium is allowed to vary over time. We assume the risk premium is a linear function of \( r_t \), so that the risk-neutral drift of the instantaneous rate is \( \mu^* - \kappa r_t \).

The price \( B \) of a zero-coupon bond satisfies the differential equation
\[
\frac{\partial B}{\partial t} + (\mu^* - \kappa^*) r \frac{\partial B}{\partial r} + \frac{1}{2} \kappa^2 \frac{\partial^2 B}{\partial r^2} = r B, \tag{5}
\]
with boundary condition \( B = 1 \) when \( r = 0 \). The solution is of exponential affine form and is well known; the corresponding formula for the yield is
\[
Y(\tau) = \alpha(\tau) + \beta(\tau) r_t, \tag{6}
\]
where
\[
\beta(\tau) = \frac{1 - e^{-\kappa \tau}}{\kappa \tau}, \tag{7}
\]
\[
\alpha(\tau) = \left( \frac{\sigma^2}{2\kappa^2} - \frac{\mu^*}{\kappa} \right) (\beta(\tau) - 1) + \frac{\sigma^2}{4\kappa^2} \beta^2(\tau). \tag{8}
\]

Following common practice, we include an additive pricing error in the yield formula, so that the observation equation is
\[
Y_t = \alpha + \beta r_t + \epsilon_t, \quad t = 1, \ldots, T, \tag{9}
\]
where \( Y_t \) is the vector of yields at each observation time, and \( \epsilon_t \) is normally distributed with zero mean and homoscedastic variance (uncorrelated across time and maturity). This pricing error captures some of the possible misspecification of the Vasicek model; alternatively, it may represent reporting or measurement error in the bond yields.

An undesirable feature of the Vasicek model is that it implies the instantaneous interest rate and yields are negative with positive probability. Cox et al. (1985) develop a model that is internally consistent in which the instantaneous interest rate follows a square-root process:
\[
\text{d}r_t = (\mu - \kappa r_t) \text{d}t + \sigma \sqrt{r_t} \text{d}W_t, \tag{10}
\]
Provided the parameters \( \mu \) and \( \kappa \) are non-negative and satisfy \( 2\mu \geq \kappa^2 \), there is a non-negative solution to this stochastic differential equation. To prevent arbitrage opportunities the risk-premium is assumed to be a constant multiple of \( r_t \), so that the price of a zero-coupon bond satisfies
\[
\frac{\partial B}{\partial t} + (\mu^* - \kappa^*) r \frac{\partial B}{\partial r} + \frac{1}{2} \kappa^2 \frac{\partial^2 B}{\partial r^2} = r B, \tag{11}
\]
with boundary condition \( B = 1 \) when \( r = 0 \). The solution to this differential equation is also of exponential affine form, and the corresponding formula for the yield is
\[
Y(\tau) = \alpha(\tau) + \beta(\tau) r_t, \tag{12}
\]
where
\[
\beta(\tau) = \frac{2(\kappa r^\tau - 1)}{\kappa (\kappa^* + \gamma)(e^{\kappa^* \tau} - 1) + 2\gamma}, \tag{13}
\]
\[
\alpha(\tau) = -\frac{2\mu r^\tau}{\tau^2} \log \left( \frac{2\gamma \sqrt{\kappa^* + \gamma}(e^{\kappa^* \tau} - 1) + 2\gamma}{(\kappa^* + \gamma)(e^{\kappa^* \tau} - 1) + 2\gamma} \right), \tag{14}
\]
\[
\gamma = \sqrt{\kappa^* + 2\sigma^2}. \tag{15}
\]
We again include an additive pricing error, so that the observation equation is
\[ Y_t = \alpha_C + \beta_C r_t + \epsilon_t, \quad t = 1, \ldots, T. \] (15)

In both models, the instantaneous interest rate is an unobserved state variable that must be estimated along with
the model parameters from the observed bond yield data \( Y = \{ Y_1, \ldots, Y_T \} \). The parameters of each model are
collected in a vector \( \theta \) and consist of the physical measure drift parameters \( \mu \) and \( \kappa \), the risk-neutral measure
drift parameters \( \mu^* \) (for the CIR model, \( \mu = \mu^* \) and \( \kappa^* \), the volatility parameter \( \sigma \), the variance of the bond yield
measurement error \( \sigma^2 I \), and the initial instantaneous interest rate \( r_0 \).

The bond yield data are observed at discrete times with frequency, say, \( \Delta t \). Although the exact transition densities are
known for both the Vasicek and CIR models, we find it more convenient to work with the Euler discretizations
for which the transition densities are Gaussian and the posterior densities of the physical drift parameters are
also Gaussian. Previous studies have investigated the error due to discretization and found no discernable error with
observation frequencies up to one month (Bester 2004). In this case, both models may be cast in state space form
\[ r_{t+1} = \mu \Delta t + (1 - \kappa \Delta t) r_t + \xi_t, \]
\[ Y_t = \alpha + \beta r_t + \epsilon_t, \]
where \( \xi_t \) is normal with mean zero and variance either \( \sigma^2 \) for the Vasicek model or \( \sigma^2 r_t \) for the CIR model.

### 2.3. The Bayes factor

Many of the term structure models are not encompassed by a general likelihood function that can be used for
classical model comparison. Although there do exist classical-based tests for non-nested models, the classical
approach is not as intellectually appealing as the Bayesian approach. The classical approach attempts to reject one
model in favor of the other, with the implicit assumption that one of the models is the ‘true’ model. As a practical
matter, this requires the arbitrary designation of one of the models as the null hypothesis. The Bayesian approach,
on the other hand, simply compares the two hypotheses given the data.

The Bayesian approach to model comparison is to compute the posterior odds ratio that one model is more
favorable than the other, given the data. The posterior odds ratio is the ratio of the \textit{a posteriori} probabilities of
the two models, and measures the degree to which one model is more likely than the other to have generated
the data.

By Bayes Theorem, the \textit{a posteriori} probability \( P(\mathcal{M} | Y) \) for each model may be written
\[ P(\mathcal{M} | Y) = \frac{P(Y | \mathcal{M}) P(\mathcal{M})}{P(Y | \mathcal{M}_1) P(\mathcal{M}_1) + P(Y | \mathcal{M}_2) P(\mathcal{M}_2)}, \]
so that the posterior odds ratio is equal to the product of the Bayes factor and the prior odds ratio:
\[ \frac{P(\mathcal{M}_1 | Y)}{P(\mathcal{M}_2 | Y)} = \frac{P(Y | \mathcal{M}_1) P(\mathcal{M}_1)}{P(Y | \mathcal{M}_2) P(\mathcal{M}_2)}. \] (16)

The Bayes factor,
\[ BF = \frac{P(Y | \mathcal{M}_1)}{P(Y | \mathcal{M}_2)}, \]
is the ratio of the marginal likelihoods. When the two models are equally probable \textit{a priori}, so that
\( P(\mathcal{M}_1) = P(\mathcal{M}_2) = 0.5 \), then the Bayes factor is equal to the posterior odds ratio.

To compute the Bayes factor \( BF \), the marginal likelihood \( P(Y | \mathcal{M}) \) must be computed for each of the two
competing models. If each model has unknown parameters \( \theta \) and latent state variables \( X \), the marginal likelihood
for each model is
\[ P(Y | \mathcal{M}) = \int L(\theta, X | Y) P(X | \theta) P(\theta) dX d\theta, \] (17)
where \( L(\theta, X | Y) \) is the likelihood function, \( P(X | \theta) \) is the probability density of the state variables given the model
parameter vector \( \theta \), and \( P(\theta) \) is the prior density of the parameter vector. Thus the Bayes factor is similar to
the likelihood ratio statistic except the parameters \( \theta \) are eliminated by integration rather than maximization.

The integral that defines the marginal likelihood in equation (17) is typically very complicated and extremely
difficult, if not impossible, to compute analytically. In general, the difficulty of computing the marginal likelihood
is well documented in the statistics literature (see, for example, Kass and Raftery (1995), Chib (1995), Chib
and Jeliazkov (2001), Chen (2005)). One problem is that, for moderate to large sample sizes, the integrand in (17) is
highly peaked around its maximum, and many numerical methods for estimating the integral have difficulty finding
the region where the mass is accumulating. This is especially true for comparisons of interest rate models;
because interest rates are highly persistent a large sample size is needed to get reliable estimates of the parameters.
Another problem for many interest rate term structure models is that the state variables are unobserved and the
parameter vectors are of high dimension, making ordinary Monte Carlo sampling approaches difficult to
implement.

Recently, however, several papers have investigated indirect methods for estimating marginal likelihoods
using output from Gibbs sampling and the Metropolis–Hastings algorithm. In particular, the approach of Chib
(1995) exploits the fact that the log of the marginal likelihood can be written
\[ \log P(Y | \mathcal{M}) = \log L(\theta^* | Y) + \log P(\theta^*) - \log P(\theta^* | Y), \] (18)
where \( \theta^* \) is an arbitrary value of \( \theta \) (generally chosen to be a point of high posterior density),
\[ L(\theta^* | Y) = \int L(\theta^*, X | Y) P(X | \theta^*) dX \] (19)
is the parameter likelihood function, \( P(\theta^*) \) is the prior density, and \( P(\theta^* | Y) \) is the posterior ordinate at \( \theta^* \).

The parameter likelihood \( L(\theta^* | Y) \) may be computed using the particle filter method, and the prior density \( P(\theta) \) is available directly. To estimate the posterior ordinate \( P(\theta^* | Y) \), we follow the method of Chib and Jeliazkov (2001), who show how to estimate \( P(\theta^* | Y) \) using draws \( (\theta^{(1)}_t, X^{(1)}_t) \) from the posterior distribution \( P(\theta, X | Y) \). Markov chain Monte Carlo (MCMC) methods may be used to obtain these draws.

### 2.4. Markov chain Monte Carlo (MCMC)

MCMC generates random samples from the posterior distribution \( P(\theta, X | Y) \) by sequentially sampling from the conditional distributions \( P(X | \theta, Y) \) and \( P(\theta | X, Y) \), which are typically easier to characterize than the higher-dimensional distribution \( P(\theta, X | Y) \). These conditional distributions uniquely determine the joint distribution \( P(\theta, X | Y) \), due to the Clifford–Hammersley theorem (see Johannes and Polson (2006), for example). The MCMC algorithm is as follows. First, choose an initial value for \( \theta, \theta^{(0)} \), draw \( X^{(1)} \sim P(X | \theta^{(0)}, Y) \); draw an updated \( \theta, \theta^{(1)} \sim P(\theta | X^{(1)}, Y) \); repeat for some number \( G \) of iterations. This generates a Markov chain \( (\theta^{(t)}, X^{(t)}) \) whose distribution converges, under very mild regularity conditions, to the target distribution \( \pi(\theta, X | Y) \).

For the Vasicek model the instantaneous rate follows a homoscedastic Gaussian process and draws from \( P(r | \theta, Y) \) may be obtained using the Kalman filtering recursions. Specifically, the Kalman filter is run to obtain the moments of \( P(r_t | \theta, Y_t) \) for \( t = 1, \ldots, T \); the final state \( r_T \) is sampled from \( P(r_T | \theta, Y_t, \ldots, Y_T) \); then each earlier state \( r_t \) is sampled from \( P(r_t | r_{t+1}, \theta, Y_t, \ldots, Y_T) \) recursively. This procedure generates a draw \( r_1, \ldots, r_T \) from

\[
P(r | \theta, Y) = P(r_T | \theta, Y) \prod_{t=1}^{T-1} P(r_t | r_{t+1}, \theta, Y_t, \ldots, Y_T)
\]

in a single block. This procedure is described in detail by Carter and Kohn (1994).

For the CIR model, since the interest rate \( r \) appears in the conditional variance of the interest rate evolution, the Kalman filter does not apply and we use a Metropolis–Hastings step to sample from \( P(r | \theta, Y) \). Since \( r \) is a first-order Markov process, by the law of total probability the conditional density for the time \( t \) short rate \( r_t \), given the short rate at all the other times, the parameters, and the data, is

\[
P(r_t | \theta, Y, \text{short rate at all other times}) \propto P(Y_t | r_t, \theta) P(r_t | r_{t-1}, \theta) P(r_{t-1} | \theta).
\]

(20)

The Metropolis–Hastings algorithm consists of specifying a proposal density \( q \) from which a candidate \( \tilde{r} \), for \( r_t \) is drawn; this candidate is accepted with probability given by

\[
\min \left( \frac{P(r_t^0 | \theta, Y, \text{rate at all other times}) q(\tilde{r}_t | r_t^0)}{P(r_t^0 | \theta, Y, \text{rate at all other times}) q(\tilde{r}_t | r_t^0)}, 1 \right).
\]

(21)

where \( r_t^{(0)} \) is the previously accepted draw of \( r_t \). We use random-walk Metropolis–Hastings, and draw the candidate from a symmetric fat-tailed proposal distribution \( q \) with mean \( r_t^{(0)} \). The particular fat-tailed distribution we use is a generalization of Tukey’s lambda distribution as developed by Dudewicz et al. (1979), for which the variance is chosen so that the acceptance rate is around 40% as recommended by Johannes and Polson (2006) and Chib and Greenberg (1995). If a draw \( \tilde{r} \) is negative, it is simply discarded and a new candidate is drawn. Because the proposal density \( q \) is symmetric in this case, \( q \) drops out of the quotient in (21) and the candidate is accepted with probability

\[
\min \left( \frac{P(Y_t | \tilde{r}_t, \theta) P(\tilde{r}_t | r_{t-1}, \theta) P(r_{t+1} | \tilde{r}_t, \theta)}{P(Y_t | r_t^{(0)}, \theta) P(r_{t+1} | r_t^{(0)}, \theta)}, 1 \right).
\]

(22)

This generates a short rate series that is correlated across time since the probability that the candidate is accepted depends on the previously accepted short rate at times \( t-1 \) and \( t+1 \).

To obtain draws from \( P(\theta | r, Y) \), we use the Gibbs sampler and the Metropolis–Hastings algorithm. It is not possible to directly sample from \( P(\theta | r, Y) \), but the Clifford–Hammersley theorem may again be applied to show that this conditional distribution is uniquely characterized by the set of conditional distributions of each element, or block of elements, of \( \theta \). We decompose the parameter vector \( \theta \) into four blocks: \( \theta = (\mu, \kappa, \mu^*, \sigma^2, \kappa^*, \sigma^2_r) \). An outline of the procedure to draw from the conditional distribution for each block is given below.

The conditional density \( P(\mu, \kappa, \mu^* | \sigma^2, \kappa^*, \sigma^2_r, r, Y) \) of the drift parameters \( (\mu, \kappa, \mu^*) \) is proportional to the product

\[
P(\mu, \kappa, \mu^* | \sigma^2, \kappa^*, \sigma^2_r, r, Y) \propto P(\mu, \kappa, \kappa^*) P(r | \mu, \kappa, \sigma^2_r, r_{t-1}) P(Y | \mu^*, \kappa^*, \sigma^2_r, \sigma^2_r).
\]

(23)

\( P(r | \mu, \kappa, \sigma^2_r, r_0) \) is the product of the interest rate transition densities \( P(r_t | \mu, \kappa, \sigma^2_r, r_{t-1}) \); with the discretized version of each model, these transition densities are Gaussian and their means are linear functions of \( \mu \) and \( \kappa \) and therefore \( P(r | \mu, \kappa, \sigma^2_r, r_0) \) is a Gaussian density function of these two parameters. Similarly, because \( \mu^* \) appears linearly in the yield formula, the likelihood function \( P(Y | \mu^*, \kappa^*, \sigma^2_r, \sigma^2_r) \) is a Gaussian density function of \( \mu^* \). With a Gaussian prior for \( (\mu, \kappa, \mu^*) \) the conditional density \( P(\mu, \kappa, \mu^* | \sigma^2, \kappa^*, \sigma^2_r, r_0, Y) \) is also Gaussian and these parameters are updated by drawing from a normal distribution.

The conditional density \( P(\sigma^2, \kappa^* | \mu, \kappa, \mu^*, \sigma^2_r, r_0, Y) \) of the volatility parameter \( \sigma^2_r \) and the risk-neutral drift parameter \( \kappa^* \) is proportional to the product

\[
P(\sigma^2, \kappa^* | \mu, \kappa, \mu^*, \sigma^2_r, r_0, Y) \propto P(\sigma^2, \kappa^*) P(r | \mu, \kappa, \sigma^2_r, r_0) P(Y | \mu^*, \kappa^*, \sigma^2_r, \sigma^2_r).
\]

(24)

The instantaneous variance of the interest rate is proportional to \( \sigma^2_r \) in either model and thus the interest rate
probability density \( P(r \mid \mu, \kappa, \sigma^2, r_0) \) is proportional to an Inverse Gamma density function of \( \sigma^2 \). We assume the prior \( P(\sigma^2, \kappa') = P(\sigma^2)P(\kappa') \) is Inverse Gamma for \( \sigma^2 \) and Gaussian for \( \kappa' \). The product \( P(\sigma^2) \) \( P(r \mid \mu, \kappa, \sigma^2, r_0) \) is then Inverse Gamma in \( \sigma^2 \); however, the posterior density is not recognizable. We therefore use a Metropolis–Hastings step and first draw a candidate \( \hat{\sigma}^2 \) from the Inverse Gamma density \( P(\kappa) \) and then a candidate \( \hat{\kappa}' \) from the student-\( t \) density with mean \( m(\hat{\sigma}^2) \) and variance \( V(\hat{\sigma}^2) \) given by

\[
m(\hat{\sigma}^2) = \arg \max_{\kappa'} \log P(Y \mid \mu^*, \kappa', \sigma^2, \sigma^2_j, r),
\]

\[
V(\hat{\sigma}^2) = \left( \frac{\delta^2 \log \log P(Y \mid \mu^*, \kappa', \sigma^2, \sigma^2_j, r)}{\delta \kappa'^2} \right)_{\kappa' = m(\sigma^2)}^{-1}.
\]

The candidate \( (\hat{\sigma}^2, \hat{\kappa}') \) is accepted with probability

\[
\min \left( \frac{P(Y \mid \mu^*, \kappa', \hat{\sigma}^2, \sigma^2_j, r)P(\kappa')S(\hat{\kappa}' \mid m(\sigma^2), V(\hat{\sigma}^2))}{P(Y \mid \mu^*, \kappa', \sigma^2, \sigma^2_j, r)P(\kappa')S(\kappa' \mid m(\sigma^2), V(\sigma^2))} \right).
\]

This is a combination of independence Metropolis–Hastings and the ‘tailored’ Metropolis–Hastings steps as described by Chib and Greenberg (1995).

The variance of the pricing error \( \sigma^2_j \) appears in the yield formula only. The conditional density for \( \sigma^2_j \) is proportional to the product of the prior and the yield probability density, which is an Inverse Gamma density function of \( \sigma^2_j \). We follow Chib and Ergashev (2009) and assume a flat prior for \( \sigma^2_j \), so that this parameter is updated by drawing from an Inverse Gamma distribution.

The conditional density of the initial interest rate \( r_0 \) is proportional to the product of the prior and the transition density \( P(r_1 \mid r_0, \mu, \kappa, \sigma^2) \). For the Vasicek model the transition density is a Gaussian density function of \( r_0 \), but for the CIR model the transitional density is not a recognizable density function of \( r_0 \). We assume a Gaussian prior for \( r_0 \), so that this parameter may be drawn from a normal distribution for the Vasicek model. We use random-walk Metropolis for the CIR model.

The techniques we use to compute the Bayes factor require that the priors for the parameters be proper distributions. We have therefore chosen proper priors for all the parameters. Furthermore, consistent with the work of Chib and Ergashev (2009), we impose four additional requirements. First, the yield curve implied by the priors should be upward sloping on average. Second, the instantaneous rate should be highly persistent—a well-known characteristic. Third, the priors are chosen in such a way that the means are near the values of previous empirical results so that this information is included. Fourth, we ensure the priors are relatively diffuse so that the data have sufficient influence on the posterior distribution.

In general, Markov chains generated by Metropolis–Hastings algorithms (including the Gibbs sampler) have special properties which allow convergence conditions to be verified readily. A sufficient condition is that the proposal distributions each has positive density on the same support as the corresponding target distribution. This condition is satisfied for our Metropolis–Hastings algorithms described above, and therefore the resulting Markov chain \( (\hat{\theta}^t, \hat{r}^t)_{t=1}^T \) has equilibrium distribution equal to the target distribution \( P(\theta, r \mid Y) \).

An important practical problem is the determination of the number of iterations to run. MCMC algorithms generate dependent samples and therefore convergence may be difficult to formally diagnose from the realized output of the chain, even though the theory is clear that the chains converge. We follow common practice and analyse the correlation structure of draws by computing the autocorrelation function, although it is possible for non-convergent chains to have low autocorrelation. Nevertheless, this should provide some evidence of convergence. We also test for convergence by analysing MCMC output from simulated data. A minimum requirement is that the first moments (i.e. the sample means) converge to their true values (used to generate the simulated data). Furthermore, we verify that the Bayes factor estimate does favor the correct model on our simulated data sets.

3. Results

3.1. Data

The data are month-end yields on zero-coupon U.S. Treasury bonds. They are obtained from the Center for Research in Security Prices (CRSP), in the Fama–Bliss files. Specifically, we use the three-month rate in the Fama Risk-free Rates File, and the one-year and five-year yields in the Fama–Bliss Discount Bond File. The sample period is June 1964 to December 2005, which contains 499 monthly observations.

3.2. Prior specification

For the various parameter blocks, we used the following specification.

- \( \mu \) and \( \kappa \) are normally distributed with means 0.01 and 0.1, respectively. The variances are set at 0.001 and 0.005, respectively, for both models. This specification is applied also to the risk-neutral parameters \( \mu^* \) and \( \kappa^* \).
- \( \sigma^2 \) is distributed Inverse Gamma, with mean 0.0004 and variance 0.001 for the Vasicek model, and mean 0.004 and variance 0.001 for the CIR model.
- As in Chib and Ergashev (2009), we assume flat priors on the measurement errors.

We took 10000 draws of the parameters, and then simulated three interest rate time series and three panel sets of yields for each model, according to the 5-percentile, 50-percentile, and 95-percentile. For example, the first panel set is at time series of yields (for \( t = 1 \) to 500 months, in line with our actual data) with eight maturities: 1 month, 3 months, 6 months, 1 year, 2 years, 3 years, 4 years, and 5 years, corresponding to the fifth percentile of the parameter draws. These are averaged...
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Table 1. Descriptive statistics based on the prior draws for the parameters for the two models. The slope of the term structure is measured as the difference between the 5-year and 3-month yields and is based on 10,000 draws of the parameters. For each draw, the yield curves are simulated then averaged over the entire period of 480 months.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Vasicek</th>
<th></th>
<th></th>
<th>CIR</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0.0100</td>
<td>0.0316</td>
<td>-0.0420</td>
<td>0.0620</td>
<td>0.0100</td>
<td>0.0316</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.2000</td>
<td>0.0707</td>
<td>0.0837</td>
<td>0.3163</td>
<td>0.2000</td>
<td>0.0707</td>
</tr>
<tr>
<td>$\sigma_p^2 \times 10^3$</td>
<td>0.4846</td>
<td>0.8833</td>
<td>0.1038</td>
<td>1.3386</td>
<td>5.1686</td>
<td>10.2387</td>
</tr>
<tr>
<td>$\mu^*$</td>
<td>0.0100</td>
<td>0.0316</td>
<td>-0.0420</td>
<td>0.0620</td>
<td>0.0100</td>
<td>0.0316</td>
</tr>
<tr>
<td>$\kappa^*$</td>
<td>0.0500</td>
<td>0.0707</td>
<td>-0.0663</td>
<td>0.1663</td>
<td>0.0500</td>
<td>0.0707</td>
</tr>
<tr>
<td>Slope</td>
<td>0.0112</td>
<td>0.0747</td>
<td>-0.1098</td>
<td>0.1345</td>
<td>0.0475</td>
<td>0.0524</td>
</tr>
</tbody>
</table>

Table 2. Descriptive statistics based on the posterior draws for the parameters for the two models using U.S. Treasury bond yield data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Vasicek</th>
<th></th>
<th></th>
<th>CIR</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0.0108</td>
<td>0.0041</td>
<td>0.0042</td>
<td>0.0176</td>
<td>0.0095</td>
<td>0.0004</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.1786</td>
<td>0.0550</td>
<td>0.0884</td>
<td>0.2703</td>
<td>0.1658</td>
<td>0.0330</td>
</tr>
<tr>
<td>$\sigma_p^2 \times 10^3$</td>
<td>0.2501</td>
<td>0.0222</td>
<td>0.2152</td>
<td>0.2884</td>
<td>3.4428</td>
<td>0.2977</td>
</tr>
<tr>
<td>$\mu^*$</td>
<td>0.0090</td>
<td>0.0003</td>
<td>0.0085</td>
<td>0.0096</td>
<td>0.0095</td>
<td>0.0004</td>
</tr>
<tr>
<td>$\kappa^*$</td>
<td>0.0685</td>
<td>0.0047</td>
<td>0.0609</td>
<td>0.0763</td>
<td>0.0747</td>
<td>0.0048</td>
</tr>
<tr>
<td>$\sigma_p^2 \times 10^4$</td>
<td>0.3144</td>
<td>0.0129</td>
<td>0.2938</td>
<td>0.3360</td>
<td>0.4046</td>
<td>0.0171</td>
</tr>
<tr>
<td>$r_0$</td>
<td>0.0316</td>
<td>0.0054</td>
<td>0.0226</td>
<td>0.0406</td>
<td>0.0311</td>
<td>0.0038</td>
</tr>
</tbody>
</table>

over the time dimension to generate three yield curves for each model. The results, listed in table 1, are consistent with our requirements: first, a positively sloped yield curve; second, a high degree of variability; and third, the instantaneous interest rate is highly persistent, and has ‘volatility’ around 2%.

A negative aspect of this prior specification is that some yields may be negative even with the CIR model. Recall that unless the Feller condition $\mu > \frac{\sigma^2}{2}$ holds, there is no guarantee that the interest rate process will stay positive. Since $\mu$ is normally distributed, the draws near the left tail will be below $\frac{\sigma^2}{2}$ (and in fact may be negative). This problem was noted also by Chib and Ergashev (2009) even with a much more sophisticated interest rate model.

### 3.3. Bayesian analysis

For each model a Markov chain was generated of length 125,000 and the first 25,000 draws were discarded to negate the effects of initial conditions. To address concerns that the posterior draws are too highly autocorrelated, only one out of every five iterations of the chain were saved, leaving 20,000 draws from the posterior distribution. The first-order autocorrelations of the physical drift parameters, $\sigma^2$ and $\sigma^2_p$, are all less than 0.25 and fall to less than 0.01 for the fifth-order autocorrelation. Although the first-order autocorrelations of the risk-neutral drift parameters are not trivial (about 0.7 for $\mu^*$ and 0.6 for $\kappa^*$ for both models), the second-order autocorrelations are less than 0.1 and the tenth-order autocorrelations are all less than 0.02. In fact, the inefficiency factor for each of the parameters (Chib and Ergashev 2009),

$$1 + 2 \sum_{k=1}^{500} \left(1 - \frac{k}{500}\right)\rho(k),$$

where $\rho(k)$ is the autocorrelation at lag $k$ of the MCMC draws of that parameter, is less than 6.0 for every parameter.

Table 2 lists descriptive statistics on the posterior draws for the parameters: the means, standard deviations, and 5- and 95-percentiles. The point estimates are mostly consistent with previous findings. Table 3 provides a summary of parameter estimates from some earlier studies. These studies include Chan, Karolyi, Longstaff, and Sanders (CKLS 1992), Chen and Yang (1995), de Jong and Santa-Clara (1999), de Jong (2000), and Duffee and Stanton (2004). CKLS (1992) and Chen and Yang (1995) use proxies for the short rate, whereas the other three studies use panel data and treat the short rate as an unobserved state variable. The sample periods, observation frequencies, and estimation methods vary across these studies.

We see from table 2 that the risk-neutral drift parameters are estimated with much greater precision than the drift parameters in the physical measure. There are two reasons for this. First, since the short rate is not observed and must be filtered, the physical drift parameters are estimated using filtered estimates of the short rate. This is
Table 3. Summary of parameter estimates from earlier studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Model</th>
<th>(\mu)</th>
<th>(\kappa)</th>
<th>(\sigma^2)</th>
<th>(\mu^*)</th>
<th>(\kappa^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKLS</td>
<td>Vasicek</td>
<td>0.0154</td>
<td>0.1779</td>
<td>0.0004</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CIR</td>
<td>0.0189</td>
<td>0.2339</td>
<td>0.0073</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chen and Yang</td>
<td>Vasicek</td>
<td>0.0159</td>
<td>0.2456</td>
<td>0.00083</td>
<td>0.2877</td>
<td>0.2456</td>
</tr>
<tr>
<td></td>
<td>CIR</td>
<td>0.0159</td>
<td>0.2456</td>
<td>0.02247</td>
<td>0.0519</td>
<td>0.1166</td>
</tr>
<tr>
<td>deJong and Santa-Clara</td>
<td>Vasicek</td>
<td>0.0082</td>
<td>0.1191</td>
<td>0.00014</td>
<td>0.1021</td>
<td>0.1191</td>
</tr>
<tr>
<td></td>
<td>CIR</td>
<td>0.0122</td>
<td>0.1862</td>
<td>0.00231</td>
<td>0.0122</td>
<td>0.1120</td>
</tr>
<tr>
<td>Duffee and Stanton</td>
<td>Vasicek</td>
<td>0.0134</td>
<td>0.205</td>
<td>0.00031</td>
<td>0.0084</td>
<td>0.065</td>
</tr>
<tr>
<td></td>
<td>CIR</td>
<td>0.0075</td>
<td>0.131</td>
<td>0.0064</td>
<td>0.0075</td>
<td>0.063</td>
</tr>
<tr>
<td>deJong</td>
<td>Vasicek</td>
<td>0.0016</td>
<td>0.0222</td>
<td>0.00020</td>
<td>0.0029</td>
<td>0.0222</td>
</tr>
<tr>
<td></td>
<td>CIR</td>
<td>0.0025</td>
<td>0.0429</td>
<td>0.00217</td>
<td>0.0025</td>
<td>0.0116</td>
</tr>
<tr>
<td>Ours</td>
<td>Vasicek</td>
<td>0.0108</td>
<td>0.1786</td>
<td>0.00025</td>
<td>0.0090</td>
<td>0.0685</td>
</tr>
<tr>
<td></td>
<td>CIR</td>
<td>0.0095</td>
<td>0.1658</td>
<td>0.00344</td>
<td>0.0095</td>
<td>0.0747</td>
</tr>
<tr>
<td>Ours, using proxy for (r)</td>
<td>Vasicek</td>
<td>0.0140</td>
<td>0.2323</td>
<td>0.00039</td>
<td>0.0108</td>
<td>0.0887</td>
</tr>
<tr>
<td></td>
<td>CIR</td>
<td>0.0102</td>
<td>0.1681</td>
<td>0.00418</td>
<td>0.0102</td>
<td>0.0824</td>
</tr>
</tbody>
</table>

Figure 1. Model implied short rates. The 20,000 draws of the short rate time series for each model are averaged to obtain the implied short rate series.

We estimate the marginal likelihood \(P(Y \mid \mathcal{R})\) for each model following the method of Chib (1995) and Chib and Jeliazkov (2001) as outlined in section 2.3. We write the log marginal likelihood as the sum

\[
\log P(Y \mid \mathcal{R}) = \log L(\theta^* \mid Y) + \log P(\theta^* - \log P(\theta^* \mid Y). \tag{24}
\]

We use the particle filter method to estimate the parameter likelihood

\[
L(\theta^* \mid Y) = P(Y_1 \mid \theta^*) \prod_{t=2}^T P(Y_t \mid Y_1, \ldots, Y_{t-1}, \theta^*) \tag{25}
\]

as follows. Given a random sample \(\{r_t^{(m)}\}_{t=1}^M\) from \(P(r_t \mid Y_1, \ldots, Y_{t-1}, \theta^*)\), sample \(r_t^{(m)}\) from the transition density \(P(r_t \mid r_t^{(m)}, \theta^*)\) and estimate \(P(Y_t \mid Y_1, \ldots, Y_{t-1}, \theta^*)\) as the Monte Carlo average,

\[
P(Y_t \mid Y_1, \ldots, Y_{t-1}, \theta^*) \approx \frac{1}{M} \sum_{m=1}^M P(Y_t \mid r_t^{(m)}, \theta^*). \tag{26}
\]

The initial sample \(\{r_t^{(0)}\}_{t=0}^0\) is drawn from the prior \(P(r_0 \mid \theta^*)\). The subsequent samples \(\{r_t^{(m)}\}_{t=1}^T\sim P(r_t \mid Y_1, \ldots, Y_{t-1}, \theta^*)\) for \(t \geq 1\) are then obtained recursively.

Plots of the implied short rate series are shown in figure 1. For each model, the 20,000 draws of the short rate time series are averaged to obtain the point estimates of the plotted implied short rate series. The two implied short rate series are virtually indistinguishable; they differ by at most 50 or so basis points, while most of the time they only differ by less than 10 basis points. On average, at each observation time the two implied short rate series differ in magnitude by about five basis points.
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The results, using \( M = 20000 \), are

\[
\log L(\theta^* | Y)_{\text{VAS}} = 5305.3,
\]

\[
\log L(\theta^* | Y)_{\text{CIR}} = 5356.5.
\]

The prior density \( P(\theta^*) \) is available directly using the priors specified in section 3.2. The results are

\[
\log P(\theta^*)_{\text{VAS}} = 16.1,
\]

\[
\log P(\theta^*)_{\text{CIR}} = 10.8.
\]

To estimate the posterior ordinate \( P(\theta^* | Y) \) we follow the method of Chib and Jeliazkov (2001) and decompose the posterior ordinate as

\[
P(\theta^* | Y) = P(\theta^* | Y)P(\theta^* | Y, \theta_0, \theta_1)P(\theta_0, \theta_1), \tag{27}
\]

where \( \theta_0 = (\sigma^2, \kappa) \), \( \theta_1 = (\mu, \kappa, \mu^*) \), and \( \sigma_0 = \sigma_0^2 \). With our MCMC procedure above, the full conditional densities of \( \theta_0 \) and \( \theta_1 \) are known and \( \theta_1 \) is drawn using Metropolis–Hastings. Let \( p(\theta_0 | Y, r, \theta_0) \) denote the probability of a move for \( \theta_0 \) in the Metropolis–Hastings step and let \( q(\theta_1 | Y, r, \theta_2, \theta_3) \) denote the proposal density. It may be shown (Chib and Jeliazkov 2001) that

\[
P(\theta^* | Y, \theta_0, \theta_1) \approx \frac{\sum_{k=1}^{G} p(\theta_0^*, Y, \theta_0^*, \theta_1^*)p(\theta_0^*, Y, \theta_0^*, \theta_1^*)}{\sum_{k=1}^{G} p(\theta_0^*, Y, \theta_0^*, \theta_1^*)},
\]

where the parameter draws used in the numerator are from the full MCMC run. For the denominator, the draws \( (\theta_0^*, \theta_1^*) \) are from a reduced MCMC run in which \( \theta_0 \) is first fixed at \( \theta_0^* \) and then for each \( k \) a variate \( \theta_1^* \) is drawn from \( q(\theta_1^* | Y, \theta_1^*, \theta_0^*) \). The reduced conditional ordinate \( P(\theta_0^* | Y, \theta_1^*) \) may be expressed as

\[
P(\theta_0^* | Y, \theta_1^*) = \int P(\theta_0^*, Y, r, \theta_0^*, \theta_1^*)p(\theta_0^*, Y, r, \theta_0^*, \theta_1^*)d\theta_0^* dr_0^*.
\]

the average of Gaussian densities, using the draws from the reduced run in the previous calculation. Similarly, the reduced conditional ordinate \( P(\theta_0^* | Y, \theta_1^*, \theta_2^*) \) may be estimated as the average of Inverse Gamma densities

\[
P(\theta_0^* | Y, \theta_1^*, \theta_2^*) \approx \frac{1}{G} \sum_{j=1}^{G} P(\theta_0^* | Y, r(\cdot), \theta_1^*, \theta_2^*),
\]

using draws from a final reduced run fixing \( \theta_1 \) at \( \theta_1^* \) and \( \theta_2 \) at \( \theta_2^* \). The results are

\[
\log P(\theta^* | Y)_{\text{VAS}} = 41.3,
\]

\[
\log P(\theta^* | Y)_{\text{CIR}} = 23.8.
\]

Our estimate of the log Bayes factor is therefore

\[
\log BF = -18.4. \tag{28}
\]

The numerical standard error is an estimate of the variance of the marginal likelihood estimate and gives the variation that can be expected if the simulation were to be repeated. For each of the two models, the variance of the log parameter likelihood may be estimated as follows. Using equations (25) and (26), the log parameter likelihood is estimated as

\[
\log \hat{L}(\theta^* | Y) = \sum_{t=1}^{M} \log \hat{P}(Y_t | Y_1, \ldots, Y_{t-1}, \theta^*),
\]

where

\[
\hat{P}(Y_t | Y_1, \ldots, Y_{t-1}, \theta^*) = \frac{1}{M} \sum_{m=1}^{M} P(Y_t | r_t^{(m)}, \theta^*).
\]

We use the Delta method to estimate the variance of the log parameter likelihood:

\[
\text{var}(\log \hat{L}(\theta^* | Y)) \approx \lambda \text{var}(\hat{P}), \tag{29}
\]

where \( \hat{P} \) is the T-vector whose \( r \)th component \( \hat{P}_r \) is \( P(Y_t | Y_1, \ldots, Y_{t-1}, Y_r) \), \( v \) is the T-vector whose \( r \)th component is the reciprocal of \( \hat{P}_r \), and \( \text{var} \hat{P} \) is given by the Newey–West (1987) estimate of the variance of \( P \) using a lag length of 20. The results are

\[
\text{var}(\log \hat{L}(\theta^* | Y))_{\text{VAS}} = 3.26 \times 10^{-4},
\]

\[
\text{var}(\log \hat{L}(\theta^* | Y))_{\text{CIR}} = 17.76 \times 10^{-4};
\]

for each model, the variance of the log posterior ordinate is negligible compared with the variance of the log parameter likelihood. Therefore, the variance of the estimate of the log Bayes factor is approximately

\[
\text{var}(\log BF) \approx 1.46 + 0.51 = 1.97,
\]

and the \( t \)-statistic for the estimate of the log of the Bayes factor is

\[
\]

In other words, the CIR model is almost 50000 times more likely than the Vasicek model to have generated U.S. Treasury bond yield data, and according to the scale of Kass and Raftery (1995), this is evidence very strongly in favor of the CIR model over the Vasicek model.

3.4. Classical goodness-of-fit analysis

Previous research that compares the performances of the Vasicek and CIR models has primarily relied on various measures of goodness of fit. Below we examine the various measures of each model’s goodness of fit of the yield curve. Specifically, we compare each model’s bias and root mean squared error (RMSE) of the model implied yield curve with the actual yield curve.

The bias \( b_t \) is defined as the difference between the actual yield \( Y_t \) and the model implied yield \( \hat{Y}_t = \alpha + \beta r_t \), where \( \alpha \) and \( \beta \) are given by (7) and (8) for the Vasicek.
Table 4. Goodness-of-fit measures for the yield curve. The mean bias $\tilde{b}$ is the average bias in the fitted yields to the actual yields. Numbers in parentheses are Newey–West standard errors computed using a lag length of 20. We also report $t$-statistics for the difference in squared bias $\hat{b}_{1,n}^2 - \hat{b}_{2,n}^2$. For each bond yield $n$, the root mean squared error (RMSE) is the square root of the average squared bias: $\text{RMSE}(n) = \sqrt{\frac{1}{T} \sum_{t=1}^{T} (Y_t(n) - \hat{Y}_t(n))^2}$.

<table>
<thead>
<tr>
<th></th>
<th>$\hat{b}_{1,n}$</th>
<th>$\hat{b}_{2,n}$</th>
<th>$t$-Statistic</th>
<th>RMSEVAS</th>
<th>RMSECIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-Month</td>
<td>-0.00109*</td>
<td>-0.00110</td>
<td>-0.52</td>
<td>0.00500</td>
<td>0.00500</td>
</tr>
<tr>
<td></td>
<td>(0.0008)</td>
<td>(0.0008)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-Year</td>
<td>0.00131*</td>
<td>0.00126</td>
<td>0.05</td>
<td>0.00327</td>
<td>0.00327</td>
</tr>
<tr>
<td></td>
<td>(0.0004)</td>
<td>(0.0004)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-Year</td>
<td>-0.00023</td>
<td>-0.00040</td>
<td>-0.47</td>
<td>0.00639</td>
<td>0.00645</td>
</tr>
<tr>
<td></td>
<td>(0.0013)</td>
<td>(0.0014)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Robustness checks

The results in the previous section are consistent with earlier research that suggests there is no clear consensus on which model is more likely to have generated Treasury bond data. In light of such long historical evidence, our finding (28) that the CIR model is much more likely than the Vasicek model may seem quite remarkable! In this section we examine the robustness of this result to potential problems arising from (1) the MCMC method and (2) the prior specification; we also (3) repeat the analysis using a proxy for the instantaneous rate.

4.1. Monte Carlo analysis

We use a Monte Carlo study to examine the robustness of our MCMC methods. For each model, we simulate 40 years of monthly interest rates and bond yield data using the point estimates of the parameters from table 2. Specifically, for the Vasicek model we use

$$dr_t = (0.0108 - 0.1768r_t)dt + 0.0158dW_t,$$

and the point estimates $\mu^* = 0.0090$, $\kappa^* = 0.0685$, $\sigma^2 = 0.4 \times 10^{-4}$, and $\rho_0 = 0.03$ to generate 480 monthly observations of the short rate series $\{r_t\}$ and the yields $\{Y_t\}$ according to (7)–(6). For the CIR model, we use

$$dr_t = (0.0095 - 0.1658r_t)dt + 0.0587\sqrt{r_t}dW_t,$$

along with point estimates $\mu^* = 0.0095$, $\kappa^* = 0.0747$, $\sigma^2 = 0.4 \times 10^{-4}$, and $\rho_0 = 0.03$ to generate the data according to (12)–(15). We repeat this procedure nine additional times, for a total of 20 simulated data sets.

For each of the simulated data sets, we treat the time series of yields $Y_t$ as the observed data and repeat the analyses from the previous two sections. Clearly, one would expect the Bayes factor to be strongly in favor of the model that generated the data; in contrast, the root mean square should be of similar magnitude regardless of the data-generating model. The results are summarized in tables 5 and 6. In table 5 we report the averages over the 10 Vasicek data sets of the descriptive statistics of the MCMC results, and in table 6 we report the averages over the 10 CIR data sets. We observe that the average point estimates are all very close to their actual values. As expected, the risk-neutral parameters are estimated with greater precision than the physical measure parameters.

The average root mean squared errors for the two models using the Vasicek data sets are 0.0058, 0.0060, and 0.0059 for the three bonds, respectively, for the Vasicek model, and 0.0059, 0.0061, and 0.0060 for the CIR model.
Similarly, using the CIR data sets, the root mean squared errors on average are 0.0059, 0.0061, and 0.0059 for the Vasicek model and 0.0060, 0.0061, and 0.0060 for the CIR model. Thus, for each data set the RMSEs of the two models are virtually indistinguishable, differing at most by only 1 or 2 basis points.

The Bayesian test result is unequivocal: on average, the log of the Bayes factor for the simulated Vasicek data is 35.2. The actual values range from 12.9 to 55.6, thus without exception the Bayesian methodology picks the right data-generating model. Similarly, for the CIR data the log of the Bayes factor is $-17.4$, on average. The actual values range from $-39.2$ to $-8.2$. These results confirm our empirical findings concerning the interest rate model being consistent with the bond yield data. Perhaps a more important conclusion is that Bayesian methods offer a more powerful tool for model selection.

### 4.2. Choice of priors

Our choice of priors was motivated by economic considerations related to the typical shape of the yield curve and the dynamic behavior of the short rate. We were careful also to specify diffuse priors. Nevertheless, to rule out the possibility that our major result is a simple consequence of our prior specification we repeat the analysis with a less informative prior. Specifically, first we multiply the prior variance of each parameter by a factor of 10, and second we use flat priors on all parameters.

The results, displayed in table 7, reveal that our findings are very robust to the choice of priors. Without exception, the parameter estimates for the two models fall within the confidence intervals reported in table 2. The root mean square errors for all three yields are also virtually indistinguishable. Last, the Bayes factors of $17.4$ and $18.8$ are within one standard error of our original estimate.

### 4.3. Short rate proxy approach

Many of the previous studies that compare the two models, including some of those mentioned in the introduction, use a short maturity yield as a proxy for the unobserved instantaneous interest rate. To better
compare our findings with the findings of these earlier studies, we repeat our analyses using the three-month yield as a proxy for the instantaneous rate.

We set \( r \) equal to the three-month yield and let \( \tilde{Y} \) denote the one- and five-year yields, so that \( Y = (r, \tilde{Y}) \). The parameter likelihood function,

\[
L(\theta^* \mid Y) = P(r \mid \theta^*)P(\tilde{Y} \mid \theta^*, r),
\]

is now a product of Gaussian densities and may be computed directly. The posterior ordinate \( P(\theta^* \mid Y) \) is also simpler to compute. Because \( r \) is observed, \( P(\theta^* \mid Y) \) and \( P(\theta^*_Y \mid r, Y) \) are estimated using the MCMC output with \( r \) fixed; furthermore, \( P(\theta^*_Y \mid \theta^*, r, Y) \) may be computed directly.

The point estimates from the MCMC output are given in Table 3. For the parameters in the physical measure, the estimates are closer to those of CKLS (1992) and Chen and Yang (1995). The RMSEs for the 1- and 5-year yields are 0.00469 and 0.01000, respectively, for the Vasicek model, and 0.00470 and 0.01000, respectively, for the CIR model. For each of the two yields, the RMSEs again have very similar values across the two models and are virtually indistinguishable. The Bayes factor, however, is very much in favor of the CIR model:

\[
\text{log } BF = -126.2,
\]

with an estimated standard error of 0.02. We again interpret this result as evidence that the RMSE is not a sufficiently refined measure to distinguish the two models.

5. Conclusion

This paper adds to the growing literature that uses Bayesian methods to estimate dynamic term structure models. In particular, we use MCMC methods to estimate the Vasicek and CIR models from U.S. Treasury bond yield data. We then demonstrate, and this is our main contribution, how to use the MCMC output to compare the two models by computing the Bayes factor. We find that Treasury yield data very strongly favor the CIR model over the Vasicek model.

As argued by Johannes and Polson (2006), MCMC methods are particularly well-suited for term structure model calibration and offer several potential advantages over more traditional methods. One advantage is that MCMC directly computes the distribution of the latent variables and parameters given the observed data and does not rely on applying approximate filters or noisy latent variable proxies. Another advantage is that MCMC is based on conditional simulation, therefore avoiding any optimization or unconditional simulation.

A third advantage is that it does not rely on asymptotic analyses and is therefore more immune to small sample biases. Yet another major advantage is that MCMC output may be used to compute the Bayes factor, an attractive alternative to classical- or frequentist-based tests for non-nested model comparison.

In subsequent research we hope to extend the analysis of this paper to multi-factor term structure models. In particular, we hope to compare the different classes of three- and four-factor affine models using these techniques.
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